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Foreword

William Janeway

The idea for the project that generated this book originated some twenty

years ago. Having participated in the sale of the investment banking

partnership F. Eberstadt & Co. to a global financial services group, I dis-

covered the time to immerse myself in Fernand Braudel’s great work,

Civilization and Capitalism (1982). In the second volume, The Wheels

of Commerce, Braudel identifies the unique attribute of the capitalist—

that which distinguishes him decisively from participants in both the

regulated markets of the traditional economy and the nascent ‘‘free’’

markets that were rising to challenge them: ‘‘The characteristic advan-

tage of standing at the commanding heights of the economy . . . consisted

precisely of not having to confine oneself to a single choice, of being able,

as today’s businessmen would put it, to keep one’s options open’’ (381).

My colleagues and I had been feeling our way into the emerging

domain of venture capital. Braudel’s insight delivered a shock of rec-

ognition, even as he amply documented that the sort of technological

innovation that had become the focus of late-twentieth-century venture

capitalists did not represent a relevant option for the preindustrial

capitalists whose work he chronicled and placed in context. Braudel

endorsed Simon Kuznets as ‘‘absolutely right when he says’’:

At the danger of exaggeration, one may ask whether there was any fixed, durable
capital formation, except for the ‘‘monuments’’ in pre-modern times, whether
there was any significant accumulation of capital goods with a long physical life
that did not require current maintenance (or replacement) amounting to a high
proportion of the original full value. If most equipment lasted no more than
five or six years, if most land improvements had to be maintained by continuous
rebuilding amounting to something like a fifth of the total value per years, and if
most buildings were destroyed at a rate cumulating to fairly complete destruction
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over a period from 25 to 50 years, then there was little that could be classified as
durable capital. . . . The whole concept of fixed capital may be a unique product
of the modern economic epoch and of modern technology. (quoted in Braudel
1982, 158)

On the contrary, Braudel’s capitalist found his apotheosis as a long-

distance arbitrageur, financing trade and earning ‘‘super profits . . . based

on the price difference between two markets very far apart, with supply

and demand in complete ignorance of each other’’ (Braudel 1982, 405).

Nonetheless, Braudel’s transcendent image remained of the capitalist’s

unchanging goal: to escape from the ‘‘world of transparence and regular-

ity,’’ as he defines the ‘‘economy,’’ where the possibility of profit is con-

strained and even eliminated by the regulations of the traditional market

or the competition of the emerging free market. And so, it did not seem

fanciful to imagine, the modern venture capitalist seeks the ‘‘super prof-

its’’ that come from financing those innovation that disrupt old and de-

fine new markets.

Over the next fifteen years, as I became immersed in financing innova-

tive technology as a partner of Warburg, Pincus, reading in the history of

technology and the enterprises built to deploy technological innovation

generated a growing sense of frustration. The rich literature on techno-

logical innovation is notable for the relatively modest degree of attention

paid to the sources of capital that funded the deployment of new technol-

ogies. As Carlota Perez (2004) has written:

In Schumpeter’s basic definition of capitalism as ‘‘that form of private property
economy in which innovations are carried out by means of borrowed money’’,
we find his characteristic separation of borrower and lender, entrepreneur
and banker, as the two faces of the innovation coin. This is not, however,
how his legacy has been interpreted and enriched by the great majority of Neo-
Schumpeterians. The accent has almost invariably been on the entrepreneur to
the neglect of the financial agent, no matter how obviously indispensable this
agent may be to innovation.

The large and diverse body of scholarship on technology-driven in-

dustrial development—from Alfred Chandler (1977, 1990) and Richard

Nelson (Nelson, Peck, and Kalachek, 1967) through Thomas Hughes

(1983) and Leo Marx (Smith and Marx 1996), to Chris Freeman (Free-

man and Soete 1997) and Nathan Rosenberg (1994)—provides limited,

if any, insight into this critical nexus. The absence is all the more striking

x William Janeway
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when considered in the still relevant light of the path-breaking work by

Davis and North, Institutional Change and American Economic Growth

(1971). Chapter 6, ‘‘Organization and Re-Organization in the Financial

Markets: Savings and Investment in the American Economy, 1820–

1950,’’ offers a synoptic overview of the role of private and public fi-

nance in economic development. Davis and North thereby also define a

research agenda that remains largely incomplete a generation on.

It was in this context that I began a conversation, initially informal,

with Craig Calhoun, newly installed as president of the Social Science

Research Council (SSRC). Craig engaged David Weiman, then a senior

staff member of the SSRC, and the conversation began to take substan-

tive shape: a research project whose purpose would be to generate a

range of case studies in the financing of technological innovation. By

2001, Ashley Timmer had taken over responsibility at the SSRC, and—

most important—Naomi Lamoreaux and Ken Sokoloff had agreed to

lead the project. The result of their intellectual leadership, organizational

focus, and (not least) original scholarship is this book.

This book contributes, individually and collectively, toward filling that

missing dimension of economic history, where finance intersects inven-

tion to generate economically significant innovation. In the aftermath of

the great dot-com/telecom bubble of 1998–2000, the relevance of the

subject matter verges on the self-evident. But the chapters in this book,

rooted in deep and often pioneering empirical excavation, do not only

stand as exemplars of research methodology in a substantially un-

explored domain. Their publication comes at a time when the dynamics

of the capital markets and their role in economic evolution are once

again a subject of theoretical as well as empirical study. On the one

hand, a variety of imaginative approaches are being deployed to under-

stand the empirical puzzles generated by the attempt to explain—or,

rather, explain away—the functioning of the capital markets through

the application of the rational expectations hypothesis (Mordecai, Jin,

and Motolese 2005; Scheinkman and Xiong 2005; Weitzman 2005).

Jointly and severally, this work offers the potential of a reintegration of

theoretical finance into mainstream economic theory. On the other hand,

these chapters provide specific context and content to inform and con-

strain renewed interest in the agenda implicitly established by Davis and

Foreword xi



www.manaraa.com

North and most recently redefined and renewed by Carlota Perez’s work

Technological Revolutions and Financial Capital (2002).
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Introduction: The Organization and Finance

of Innovation in American History

Naomi R. Lamoreaux and Kenneth L. Sokoloff

Recent decades have witnessed radical breakthroughs in technology but

also major changes in our understanding of the processes of invention

and innovation. Although many historians of technology traditionally

attributed invention to serendipity, culture, or exogenous advances in

science rather than the pursuit of material gain, scholars now widely

consider invention to be a variety of entrepreneurial activity that is diffi-

cult to distinguish from innovation more generally. Inventors are thought

to behave just like other entrepreneurs, investing their time and resources

in generating new technological ideas with the goal of earning high

returns.1

Some of this evolution of thinking has occurred as scholars, working

with patent data and other related materials, have shown that both the

rate and direction of inventive activity were systematically related to the

growth of markets and other changes in economic conditions (Schmook-

ler 1966, Sokoloff 1988, Sokoloff and Khan 1990). Another powerful

contributor to the sea change in attitude has been the obvious role that

small, entrepreneurial firms supported by venture capital have played in

the technological dynamism of Silicon Valley and in other contemporary

high-tech industries (Saxenian 1994; Gans and Stern 2003; Arora, Fos-

furi, and Gambardella 2001).

No longer does anyone seriously question the notion that the produc-

tion of new technological knowledge increases, much like that of any

other commodity, as more resources are committed to it. There is less

consensus, however, about the factors that account for variation over

time, place, industry, or other circumstances in the commitment of re-

sources to invention and innovation. One approach treats investments
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in these activities as governed by the same considerations as other busi-

ness projects—that is, whether to undertake an investment turns on

the likelihood of developing a good new product or a way of producing

an existing product at lower cost, as well as on the size of the market for

the product or technology. Proponents of this view attribute the high

rates of invention in the United States today to the potential for new

technological discoveries created by recent foundational advances in

science, the comparative advantage of this country in research and de-

velopment (R&D), and the high returns to new technology available

in a context of vast international product markets. Their implicit as-

sumption is that promising projects will somehow always manage to be

recognized, pursued, and funded, and these scholars are not parti-

cularly concerned with who carries them out or how the enterprise is

organized.2

By contrast, another perspective emphasizes the importance of the

institutional environment for determining whether efforts to develop new

technologies will go forward and which inventor or entity will do the

work. The resolution of such issues frequently turns on the extent to

which the institutional environment permits the difficulties raised by

the generally uncertain nature of investment in new technologies to be

resolved. According to this view, eras of dramatic or accelerated techno-

logical change are likely to be triggered by the emergence of new orga-

nizations or instruments that make it easier for technologically creative

individuals or firms to attract backing for their efforts.3

Yet a third view emphasizes the importance of the government’s adop-

tion of a more active role in promoting the development of new technol-

ogies, especially over the twentieth century, by making direct allocations

of resources to R&D or by contracting for R&D-intensive products

(Mowery and Rosenberg 1989). Increased government spending is seen

as critical to ongoing technological progress because many socially wor-

thy projects would otherwise fail to obtain funding. Either private in-

vestors would judge the expected private (as opposed to social) returns

inadequate (as in the case of so-called basic research), or the scale and

risk of the project in question would be too daunting.

Because technological change is so vital for long-run economic growth,

it is of fundamental importance to understand how technologically cre-

2 Naomi R. Lamoreaux and Kenneth L. Sokoloff
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ative individuals and firms obtain the resources needed to undertake

their investments in invention and innovation. It is also important to

understand how the availability of such resources, including the manner

in which they are accessed as well as the amounts that can be raised,

influences the rate, direction, and organization of technological develop-

ment. Conversely, one should also inquire whether the nature of the

technology itself (as reflected, say, in the cost of conducting inventive

activity or in the ability to enforce property rights to new discoveries)

influences the way in which finance is mobilized. Achieving this level of

comprehension requires detailed knowledge of the ways in which the

financing of innovation and patterns of technical progress have changed

and interacted over time. Although scholars have some sense of the ways

in which innovative firms mobilize capital today, only recently have they

devoted much attention to understanding how innovation was financed

in the past. This book is intended to help remedy this deficiency in our

knowledge.

Early Institutional Framework

The extraordinary record of the United States at invention and innova-

tion cannot be understood without appreciating the fundamental impor-

tance of the patent system. When this democratic republic emerged on

the world scene, it was thinly populated, overwhelmingly rural, and

seen as something of an economic and technological backwater by Euro-

pean observers. Few outside its borders considered it to be a prospective

rival for industrial leadership. The United States lacked the great univer-

sities and scientists that Europe enjoyed, and the scale and sophistication

of its financial and manufacturing enterprises paled in comparison. Yet it

would not be long before the young nation shocked the world with its

display of technological creativity at the 1851 Crystal Palace exhibition.

How did this change happen? Observers attributed much of the coun-

try’s rapid technological progress to its distinctive patent system, and it

is no coincidence that Britain and many other European countries over

the next decade began to set up or modify their patent institutions to

make them more like those of the Americans (Rosenberg 1969, Khan

and Sokoloff 2004).

Introduction 3
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The framers of the U.S. Constitution and its early laws were bold, am-

bitious, and optimistic, and they quite self-consciously set up a patent

system that represented a radical break from the precedents of the Old

World. In their view, providing broad access to a well-specified and en-

forceable property right to new technology would stimulate technical

progress, and nearly all of the innovations they made in the design of pa-

tent institutions aimed to strengthen and extend incentives and opportu-

nities for inventive activity to a much broader range of the population

than would have enjoyed them under traditional intellectual property

institutions. European patent systems of this era required extremely high

fees (if not political influence as well) to obtain patent rights, awarded

monopoly rights to those who were first to file (even if not responsible

for the invention), and eschewed positive efforts to promote the diffusion

of the details of technical advances. In direct contrast, the United States

chose to set the fee for obtaining a patent at a level far lower than any-

where else (less than 5 percent of the level in Britain), reserve the right to

a patent to ‘‘the first and true’’ inventor anywhere in the world, and re-

quire that the specifications of patented inventions be made public imme-

diately (Khan and Sokoloff 1998).

The design of the patent system reflected a strong belief in the utility

of defining tradable assets in new technological knowledge.4 Such assets

provided material incentives for investment in inventive activity, helped

inventors mobilize capital to support their efforts, and encouraged the

flow of new technological knowledge from the inventor to the enterprises

that would exploit it commercially. A key innovation in the design of the

system, albeit one that was not permanent until 1836, was the practice

of examining applications for novelty and conformity with the statutes

before granting patents.5 This feature was of fundamental significance

because approval from technical experts reduced uncertainty about the

validity (or value) of patents. Inventors could more readily sell or license

patents and realize a return to their ideas in that way, use the patent

rights (or the prospects thereof) to raise funds to continue developing or

commercializing the inventions, or accomplish both ends simultaneously.

Private parties could always, as they did under the registration systems

prevailing in Europe, expend the resources needed to make the same de-

termination as the examiners, but there were scale economies and posi-

4 Naomi R. Lamoreaux and Kenneth L. Sokoloff
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tive externalities when the government absorbed the cost of certifying a

patent grant as legitimate and made the information public.6 Trade in

patented technologies, as a result, was much more extensive—both in

absolute terms and relative to the volume of patenting—in the United

States than in countries such as Britain and France where the registration

system endured into the twentieth century (Khan and Sokoloff 2004).

The structure of the U.S. system was based on the idea that people

from all walks of life were capable of making significant contributions

to the advance of technological knowledge, but that in order to realize

their potential, they needed secure property rights to their knowledge.

Those who came from humble backgrounds were particularly sensitive

to the provision of such rights. Without clear title to their inventions

(that is, without the ability to obtain a patent that would have a

high likelihood of withstanding legal challenge), they would have been

plagued by problems of asymmetric information and other high transac-

tions costs in their attempts to attract investors. Similarly, employers

would have had difficulty working out arrangements to encourage

workers to develop ideas about how processes or products might be

improved and to offer them up.

The patent system seems to have worked as intended and well.

Encouraged by the low costs of filing for patents and the relatively rapid

development of mechanisms for enforcing them, Americans from the

outset were enthusiastic about establishing their claims to intellectual

property.7 By 1810, despite its lag in industrial development, the United

States far surpassed Britain in patenting per capita. Moreover, a much

broader socioeconomic range of the population responded to the oppor-

tunities made available to them by obtaining patents on their inventions

(Khan and Sokoloff 1998). The generation of new technological knowl-

edge appears to have been highly responsive to potential returns during

this early stage of industrialization. Patenting rates were strongly pro-

cyclical. They were also markedly greater, even after controlling for re-

gion, urbanization, and the local composition of the labor force, in areas

that obtained low-cost access to markets through extensions of navigable

waterways. The activities of inventors whose discoveries have been con-

sidered by subsequent writers to be especially significant displayed simi-

lar or even stronger patterns (Sokoloff 1988, Khan and Sokoloff 1993).

Introduction 5
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The patent system allowed inventors to realize income from their

inventions by employing them in the production of goods for market,

selling or licensing the rights to other producers, or pursuing both ave-

nues simultaneously. During the first decades of the nineteenth century,

many, if not most, inventors sought to profit directly by establishing

manufacturing or other businesses.8 With few enterprises of this era in-

corporated and trading in equity shares extremely limited, the bulk of

their capital came, as it did for most businesses, from the inventors’ own

savings, funds provided by partners (which the value of patent assets

likely helped to mobilize), retained earnings, and other informal sources.

Local banks provided some support as well.9 By midcentury, however,

inventors were increasingly operating as independent entrepreneurs who

specialized at invention and extracted the returns from their discoveries

by selling off or licensing the patent rights to a variety of different firms

to which they had no long-term attachments. This business strategy

appears to have evolved from the practice of inventors in the early indus-

trializing Northeast (even those who had their own manufacturing enter-

prises) selling geographically delimited patent rights in different areas of

the country in order to take advantage of opportunities to realize addi-

tional returns from the segmented markets of the time. A very high vol-

ume of such arm’s-length trades is evident from the late 1830s well into

the 1860s, by which decade the development of a national market was

diminishing the value of such limited rights.10 As technologically creative

individuals learned how much income could be realized by transferring

their patent rights to those better positioned to exploit the inventions

commercially, they were drawn toward specialization at what they did

best (Lamoreaux and Sokoloff 1996, 1999a, 1999b, 1999c, 2001).

The ability to trade patent rights also promoted specialization by pro-

viding a means for the technologically creative to mobilize capital to sup-

port the development of their ideas. Many of the assignments registered

with the U.S. Patent Office during the 1840s, 1850s, 1860s, and 1870s,

for example, involved patentees’ transferring partial shares of their rights

to one or two other individuals while maintaining a share for themselves.

No doubt some of these agreements were partnerships whose purpose

was the direct commercial exploitation of the invention in question. But

inventors with many patents often made partial assignments of different

6 Naomi R. Lamoreaux and Kenneth L. Sokoloff
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patents to different individuals. Moreover, the patentee and the assignee

often subsequently sold off their patent rights to a third party. Hence, it

seems likely that many partial assignments of patents were tendered in

return for an infusion of funds.

This move toward greater specialization at invention was likely further

promoted by the increasing value of specific human capital, which in

turn encouraged those who possessed the requisite skills and knowledge

to exploit their comparative advantage. Inventive activity surged during

the middle of the nineteenth century as the mechanization of previously

hand-powered methods of manufacture and the rise of new-technology

industries, such as railroads and telegraphy, alerted and attracted indi-

viduals to the high returns available to talented inventors. To be effec-

tive at making contributions at the frontiers of these new and more

complex technologies, however, increasingly required knowledge ob-

tained through long experience or instruction. This development, to-

gether with an enhanced ability to trade in patented technologies,

helped spur the rise of a class of highly specialized inventors (Lamoreaux

and Sokoloff 1999c, 2001; Khan and Sokoloff 2004).

The design of the patent system, and in particular the 1836 reform

restoring the practice of examining applications for novelty, facilitated

the expansion of commerce in patented technologies, but the broad and

active market in patented technologies that had emerged by the middle of

the nineteenth century required institutions beyond those that specify

and enforce property rights. Major support for the evolution of such a

market came rather quickly with a proliferation of patent lawyers and

agents in cities and other locations with high rates of patenting that was

already well under way by the 1840s. In addition to assisting inventors

in preparing their patent applications, these professionals soon began to

take on the role of intermediaries in a market for technology. Some pro-

jected themselves nationally, with offices or correspondents throughout

the country and periodicals that reached a broad readership. One of the

most important was Munn and Company, the largest patent agency of

the nineteenth century and publisher of Scientific American. Journals

like Scientific American featured articles about important new inven-

tions, printed lists of patents recently issued, and offered to provide

readers with copies of full patent specifications for a small fee. They

Introduction 7
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also included pages of advertisements placed by patent agents and

lawyers soliciting clients, detective agencies specializing in patent issues,

inventors seeking partners with capital to invest, patentees hoping to sell

or license rights to their technologies, and producers of patented prod-

ucts trying to increase their sales.11 In short, they reflected a deepening

and broadening market for technology. Some inventors chose to market

their inventions themselves, perhaps consulting one of the advice man-

uals written for the how-to-do-it-yourself audience, but many turned to

the big national agencies.12 The manuscript assignment records indicate

that Munn and Company alone handled (mainly by mail) roughly 15

percent of all assignment contracts recorded by the Patent Office in

1866. By the mid-1870s, however, Munn’s share of the market had

dropped below 5 percent as more and more of the intermediation work

came to be done by local patent lawyers and agents who were able to

provide more customized services.13

The rapid emergence of institutions supporting a market for technol-

ogy, and the high volume of trade in patents, are but two reflections of

the profound impact that the enhanced ability to trade in patent rights

had on the incentive to invest in inventive activity and on the way in

which inventive activity was organized during the mid to late nineteenth

century. Other evidence for this impact comes from the radical accelera-

tion in patenting rates that began in the 1840s, not long after the 1836

reform, and that resulted in more than a 900 percent increase in per

capita patenting rates by 1870 (see figure I.1).14 Although far from con-

clusive, the surge in inventive activity, which coincided with a sharp

acceleration in the rate of manufacturing labor productivity growth

(Sokoloff 1986), lends further support to the idea that the existence of a

market for technology based on a patent system with broad access and

examination was an important stimulus to technical progress. Moreover,

consistent with what theory would predict as a response to an expanding

market, invention became an increasingly specialized activity. The dra-

matic change in who was responsible for producing new technological

knowledge is evident in the substantial rise in the proportion of all pa-

tents that were awarded to inventors who were relatively specialized at

invention. From roughly the first third of the nineteenth century to the

last third, the proportion of patents awarded to inventors who received

8 Naomi R. Lamoreaux and Kenneth L. Sokoloff
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ten or more patents over their entire career jumped from less than 5 per-

cent to between 25 and 36 percent (see table I.1). As would be expected,

it was these relatively specialized or productive inventors who were most

active in trading away the rights to their patents. Among the cohort of

inventors active during the last third of the nineteenth century, patentees

with more than twenty career patents assigned away nearly 60 percent

of their patents at issue, while those with five or fewer career patents

assigned less than 20 percent.

A skeptic might question whether these assignments by productive

inventors were really arm’s-length transactions or transfers of patent

rights from employees to employers. Although specialization at inven-

tion across individuals can occur within a single firm, and indeed is

often a celebrated feature of many large twentieth-century firms with

R&D laboratories, these assignments appear to have taken place across

enterprises—between patentees and assignees who had no long-term at-

tachment to each other. In previous work, we traced the careers of a ran-

dom sample of patentees over fifty years and found that in general, the

most productive inventors exhibited a remarkable degree of contractual

(as well as geographic) mobility. Roughly half of them, as weighted by

Figure I.1
Rate of patenting per million residents in the United States, 1790–1998

Introduction 9



www.manaraa.com

the number of their career patents, assigned their patents to four or more

distinct assignees over their careers (Lamoreaux and Sokoloff 1999c).

Overall, the evidence suggests that the patent system, and the ease of

trading in new technological knowledge that secure property rights made

possible, contributed to the rise of highly specialized inventors who were

able to operate without any substantial involvement in the direct com-

mercial exploitation of their inventions or long-term attachments with

any single firm.

Another illustration of the fundamental importance of the market for

technology comes from the regional patterns of its development. Two

different gauges of the market are presented in table I.2, and each indi-

cates that trade in patents evolved alongside increases in, or higher levels

of, patenting activity. The geographic correspondence arose out of two

mutually reinforcing phenomena. Institutional supports for trade in tech-

nology, such as patent lawyers and agents, tended to emerge, or locate,

in areas where there were high levels of inventive activity, and proximity

to those institutional supports in turn encouraged greater investment in

invention and innovation. Whether one measures the extent of the

market for technology by examining the location of patent agents and

lawyers, who were crucial intermediaries in the market, or by calculating

the proportion of patents that patentees had already assigned before the

Table I.1
Distribution of patents by patentee commitment to patenting, 1790–1911

Number of ‘‘career’’ patents by patentee

One
patent

Two
patents

Three
patents

Four
to five
patents

Six
to nine
patents

Ten
or more
patents

1790–1811 51.0% 19.0% 12.0% 7.6% 7.0% 3.5%

1812–1829 57.5 17.4 7.1 7.6 5.5 4.9

1830–1842 57.4 16.5 8.1 8.0 5.6 4.4

1870–1871 21.1 12.5 9.9 15.8 11.8 28.9

1890–1891 19.5 10.3 10.3 10.3 13.8 35.9

1910–1911 33.2 14.3 8.2 9.8 9.4 25.0

Source: The figures from 1790 to 1842 are from Sokoloff and Khan (1990). The
figures for the latter years were computed from the longitudinal B data set we
constructed. See Lamoreaux and Sokoloff (1999c).
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Table I.2
Regional shares of total patents, great inventor patents, patent attorneys, and
population, as well as assignment rates at issue, 1790–1930

Region
1790–
1829

1830–
1845

1846–
1865

1866–
1885

1886–
1905

1906–
1930

New England

Patents 34.4% 30.1% 24.7% 19.7% 16.7% 11.4%

Great inventor patents 55.1 34.1 29.6 29.1 29.1 18.3

Patent attorneys — — — — 20.5 14.4

Population 21.0 13.2 10.1 9.1 7.6 7.2

% assigned at issue — — — 26.5 40.8 50.0

Middle Atlantic

Patents 54.5 52.3 48.3 40.6 37.6 30.8

Great inventor patents 35.5 57.7 55.7 51.5 41.1 62.0

Patent attorneys — — — — 45.1 42.2

Population 34.4 30.0 26.5 23.1 20.5 21.1

% assigned at issue — — — 20.6 29.1 36.1

Midwest

Patents 3.0 8.3 20.8 30.3 34.5 36.8

Great inventor patents 1.9 3.2 13.3 13.6 22.9 14.5

Patent attorneys — — — — 28.9 28.9

Population 3.3 17.3 29.2 34.0 36.0 32.6

% assigned at issue — — — 12.4 26.2 28.1

South

Patents 8.1 9.2 5.1 6.0 6.8 10.8

Great inventor patents 7.5 5.0 1.4 1.5 2.3 3.6

Patent attorneys — — — — 3.2 6.3

Population 41.3 39.7 32.9 31.9 31.5 31.7

% assigned at issue — — — 6.4 25.0 22.7

West

Patents — — 1.0 3.4 4.6 10.2

Great inventor patents — — 0.0 2.9 2.7 1.6

Patent attorneys — — — — 2.3 8.2

Population — — 1.4 1.9 4.5 7.5

% assigned at issue — — — 0.0 25.4 21.4

Note: The Midwest region combines figures for the East North Central and West
North Central. The geographic distribution of patent agents and attorneys was
computed as the geographic distribution of attorneys registered with the patent
office who were located outside the District of Columbia.
Sources: Lamoreaux and Sokoloff (1999a, 1999b, 2003); Khan and Sokoloff
(2004).
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patent was granted, it is clear that trade in patent rights was concen-

trated in New England and the Middle Atlantic—the regions with the

highest rates of patenting per capita throughout the nineteenth century

and into the twentieth. Although generally less than a third of the

nation’s population resided in these two regions, they were home to

more than two-thirds of the patent attorneys in the United States outside

Washington D.C. Indeed, patent agents were overrepresented in these

regions relative to the regional shares of patents. Inventors generally

found locations where the market for technology was centered very

favorable to their activity, but it is telling that the attraction was

most powerful for those making the most important discoveries. The

share of the U.S. population residing in New England and the Middle At-

lantic never exceeded 40 percent between 1850 and 1900 (it declined

from roughly 38 to 28 percent over these years), but the two regions

accounted for between 45 and 70 percent of all patents and consistently

more than 70 percent (ranging as high as 85 percent) of patents awarded

to the nation’s great inventors. Moreover, the geographic concentration

of great inventors in areas where the market for technology was espe-

cially active is even more pronounced at the level of counties (Lamor-

eaux and Sokoloff 2001, Khan and Sokoloff 1993).

Evolving Links between Inventors and Commercializing Firms

The highly developed market for technology that emerged in the United

States during the half-century following the 1836 revision of the patent

law gave technologically creative individuals remarkable freedom to spe-

cialize at inventive activity and maintain their independence from the

firms that bought or licensed the rights to their inventions. In the words

of the noted historian of technology Thomas Hughes (1989), the late

nineteenth century was a ‘‘golden age for independent inventors.’’ Gail

Borden, Charles Brush, Thomas Edison, Sidney Short, and Elmer Sperry

are but a few of the pioneering inventors and innovators who took ad-

vantage of the opportunities that the ability to trade in property rights

to new technological knowledge allowed them.15 By the beginning of

the twentieth century, however, this golden age was coming to an end.

The contractual mobility of even the most productive inventors declined

12 Naomi R. Lamoreaux and Kenneth L. Sokoloff
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as they increasingly established long-term attachments with particular

firms, joining companies as principals or employees and assigning a

high proportion of their patents to those enterprises (Lamoreaux and

Sokoloff 2005, chapter 1 this volume).

A variety of factors likely contributed to this development, but the

crucial one may have been the growing difficulty that inventors and inno-

vators faced in obtaining outside sources of finance during the Second In-

dustrial Revolution. Although rapidly expanding product markets were

raising the incentives to invest in inventive activity, the costs of carrying

out R&D were also rising with the growing complexity and capital in-

tensity of technology.16 Under such circumstances, talented inventors

seeking to work on the frontiers of technology were more inclined, if

not compelled, to make long-term commitments to firms in order to

gain access to the resources necessary to move forward on their projects.

Firms also had important reasons for forging closer relationships with

the inventors they sponsored. First, if they were to supply the growing

amounts of capital required for the development of new capital-intensive

technologies, they naturally wanted to protect their investments by secur-

ing the attention and support of the key inventors for extended periods.

Effective exploitation of a complex technology in a dynamic and compet-

itive environment often involved adaptations or incremental improve-

ments that such figures were best qualified to undertake. In addition,

firms wanted to preclude the possibility that the inventor might undercut

the value of the technological discovery with a subsequent invention. The

cost of such a development would of course be greater with more capital-

intensive technologies and larger scales of exploitation, and thus the de-

sire for firms to control the future course of technical advance likely

increased over time.17

By the late nineteenth century, it was clear to observers that technolog-

ical change was a permanent feature of the industrial economy and that

substantial returns could be obtained through investing in the develop-

ment of frontier technologies. Railroads and telegraphy were perhaps

the first grand-scale examples of industries created or revolutionized by

important inventions, but others such as electricity, telephones, steel,

chemicals, and automobiles soon followed.18 As interest in these sorts

of opportunities grew, technologically creative entrepreneurs increasingly
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sought out investors (and vice versa) because the greater technical com-

plexity and capital intensity of the new technologies meant that effective

programs of inventive activity and commercial exploitation required

more financial backing than before. Ventures to exploit these new tech-

nologies also needed more funds than their counterparts from previous

generations because they now operated in national or international mar-

kets and thus had to attain a larger scale. Moreover, although the returns

to technological leadership generally increased with the size of markets,

firms felt compelled to invest more to keep up with the cutting edge. By

the early 1900s, as a result, many firms in new-technology industries

were beginning to set up and expand internal research laboratories, not

only to monitor the latest advances in technology, but also to carry out

their own programs of R&D.19

Most of the firms that invested heavily in R&D facilities in the early

twentieth century originated as entrepreneurial companies formed to ex-

ploit the discoveries of particular inventors. Perhaps the most famous

example is General Electric, formed from a merger of two core enter-

prises that had been organized by investors with the aim of commercial-

izing the inventions of Thomas Edison and Elihu Thomson (Passer 1953,

Carlson 1991). Chapter 1 by Naomi Lamoreaux, Margaret Levenstein,

and Kenneth Sokoloff and chapter 2 by Steven Klepper show that this

phenomenon of organizing companies around prominent inventors was

quite important during the Second Industrial Revolution. Indeed, al-

though the studies are structured very differently, both find that start-

ups played a critical role in the development of cutting-edge technologies

and that the initial financing for these enterprises typically was raised in-

formally from local backers, many of whom were personally acquainted

with the inventors involved. More formal financial institutions, such as

banks or organized securities markets, would not become major sources

of long-term capital for these sorts of firms until much later.

Lamoreaux, Levenstein, and Sokoloff focus their study on one of the

key sites of the Second Industrial Revolution, Cleveland, a city that

spawned a number of highly innovative firms across a wide range of

industries such as electricity, steel, automobiles, chemicals, precision

tools and machinery, and scientific instruments. Drawing on a variety of

sources ranging from patent records and city directories to company
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archives, they examine the activities of, and relationships between, the

inventors and firms that were most involved in pioneering new technolo-

gies. The bulk of the capital, and much of the impetus, to establish these

enterprises came from local investors who were optimistic—sometimes

wildly so—about the prospects for new technologies and wanted to

help spur the growth of the Cleveland economy. By plugging into the

networks of inventors that formed around pioneering enterprises such

as the Brush Electric Company, they were able to obtain information

about the technologies that were most likely to pay off.

The willingness of Cleveland’s leading citizens to invest in firms

focused on the development of new technologies was instrumental in

attracting talented inventors such as Brush, Short, and Sperry to locate

in the city. Entrepreneurial and independent minded as these gifted

inventors may have been, in order to secure a return to, and obtain sup-

port for, their inventive activity, they were willing to move and make

the longer-term, if not career-long, commitments that those who were

putting up the capital increasingly demanded. Rather than maintaining

their independent status, these inventors usually became principals—not

employees—of the firms established to exploit their technological dis-

coveries, and they committed themselves (generally on quite favorable

terms) to stay with the new firm for a period of years and to transfer

their patents to it. Sometimes they took leadership roles in directing their

firms, but more often they seem to have held positions that were more

advisory or directly related to programs of R&D. Not surprisingly, the

inventors and other principals in these companies did not always see eye

to eye. Individuals with extraordinary technological creativity could be

reluctant to give up control to the professional managers that investors

preferred, and it was not uncommon for them to move on from the orig-

inal company and organize additional start-ups.

Through meticulous examination of the histories of a rather complete

sample of early automobile companies, Klepper draws a similar picture

for Detroit. Just as Lamoreaux, Levenstein, and Sokoloff find that the

most productive inventors in Cleveland were those who had distin-

guished themselves at invention before becoming principals in newly

organized firms, Klepper finds that the most successful start-ups in auto-

mobiles (in terms of growth or survival over time) were organized around
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individuals whose experience in the industry allowed them to secure

backing to develop their ideas by establishing new firms. By contrast,

firms that were started by entrepreneurs without track records in the in-

dustry did not generally fare well. As was the case for Cleveland, more-

over, the main sources of finance for such enterprises were informal. The

major backers tended to be local businessmen who had personal knowl-

edge of the lead inventor or entrepreneur. It was not really until the

1920s that these enterprises turned to banks or public offerings of secu-

rities for additional infusions of capital.

Although a small number of major new-technology companies, such

as General Electric, were able to raise substantial amounts of capital on

the New York and other stock exchanges by the beginning of the twen-

tieth century, it is striking how few of the dynamic start-ups featured in

these accounts of Cleveland and Detroit tapped these sources of finance,

even years after their establishment and apparent success. One possible

explanation is that retained earnings may have been sufficient to support

the growth of such firms. Another possibility is that the poor quality

of the information available to outsiders about such firms, or the higher

levels of risk associated with such endeavors, may have constrained the

market for their securities. As Larry Neal and Lance Davis show in chap-

ter 3, the limited role that stock markets played in mobilizing capital for

new, innovative companies was not unique to the United States. Around

the turn of the century, however, the New York Stock Exchange (NYSE)

reformed its rules in ways that expanded its role in the economy com-

pared to securities markets in Britain, France, and Germany.

The reforms were precipitated by the long deflation of the late nine-

teenth century. Steadily falling prices had slowly but surely increased

financial pressure on companies, such as railroads, that were major debt-

ors, creating by the mid-1890s a severe financial crisis that sent about a

quarter of the nation’s railroad mileage into receivership. The crisis

stimulated a number of important innovations in the nation’s financial

markets that went beyond the railroad reorganizations spearheaded by

J. P. Morgan and other major private bankers. In particular, NYSE

members responded to the declining profitability of their brokerage busi-

nesses by instituting some important rule changes that made listing on

the exchange an imprimatur of quality. Although small start-ups, such
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as those in Cleveland and Detroit, would continue to depend on local

networks and financial institutions for capital until the 1920s, these rule

changes put the NYSE in a position to take on the task of financing the

large-scale enterprises needed to exploit Second Industrial Revolution

technologies intensively and systematically—for example, the utilities

that would provide cheap access to electricity to the entire economy.

The impact of the rule changes can be seen in data that Neal and Davis

provide on the prices of seats on the NYSE. It can also be seen in the in-

formation Mary O’Sullivan has collected on stock issues for cash from

1897 until the present. Her data, set out in chapter 4, show that, begin-

ning during the first decade of the twentieth century, the value of new

issues soared, achieving levels relative to GDP that have never been seen

again since the 1929 crash, not even during the great bull market of the

late twentieth century. Also consistent with Neal and Davis’s argument is

her finding that utilities were responsible for a larger proportion of new

issues by far than any other sector of the economy, accounting for 46

percent of the total in the period 1921 to 1925 (the first period for which

it is possible to breakdown the data by industry), 29 percent during the

second half of the 1920s, and 34 percent over the entire period 1921

though 1955.

Although Sullivan finds no clear statistical relationship between invest-

ment in the stock market and capital formation in the economy as a

whole, she shows that the decade of the 1920s represented something of

a watershed, with the stock market playing for the first time an impor-

tant role in channeling finance to new firms. She documents this new

role by examining three industries in detail: automobiles, aviation, and

radio. In the case of autos, most new firms entered the industry before

the 1920s, and O’Sullivan confirms the patterns found by Lamoreaux,

Levenstein, and Sokoloff for Cleveland and by Klepper for Detroit.

Securities markets did not play an important role in the finance of new

firms, which instead obtained capital directly from local investors. Only

later, when the automobile industry was in its consolidation phase,

did entrepreneurs tap markets to finance mergers. Before the late 1920s,

the situation in the aviation industry was much the same. However,

Charles Lindbergh’s transatlantic flight attracted investors’ interest, and

young firms ranging from aircraft producers to parts suppliers to airline
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operators were consequently able to raise sums on the stock market that

were enormous relative to the amount of capital already invested in the

industry. In radio, the role of the stock market was even more dramatic.

The beginning of commercial broadcasting both attracted investors and

sparked a wave of entry during the early 1920s. The result was a surge

in stock issues so large that commentators talked about ‘‘a new radio

stock a day’’ and estimated that more shares had been sold than radio

receivers.

What accounted for the change in the role of the markets? O’Sullivan

underscores the importance of the institutional changes that Neal and

Davis outlined in their chapter, but argues that the resulting dominance

of the NYSE had the important, if unintended, consequence of spurring

other exchanges to develop businesses that were complementary to rather

than competitive with the NYSE. For example, the New York Curb Ex-

change became a testing ground for firms whose issues could move to

the Big Board once they had proved to be good investments. Regional

exchanges in Boston, Philadelphia, Chicago, Cleveland, and other cities

played a similar role for new firms in their vicinities. O’Sullivan also

believes that there were significant changes on the demand side during

the 1920s, particularly a dramatic increase in the number of investors

who were willing to risk buying stock in new firms in order to profit

from capital gains.

Thomas Nicholas, in chapter 5, also finds a change in investors’

behavior during the 1920s, using a novel data set he constructed that

includes balance sheet information, measures of the quantity and quality

of intellectual property, and stock market prices for a large sample of

publicly traded companies for the twenty years preceding the 1929 crash.

Before the 1920s, Nicholas finds, investors’ valuations of companies were

largely determined by their investments in physical capital. During the

1920s, however, investors appear to have increased their appreciation

for firms’ investments in intellectual capital as well. Using the number

and significance (gauged by citations) of firms’ patented inventions as a

measure, Nicholas estimates that intellectual capital rose from a minus-

cule fraction of the stock market valuation of firms to roughly 40 percent

during the 1920s. Through a careful analysis of the relationship between

firms’ share prices and their portfolios of patents, Nicholas concludes
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that the stock market boom of the 1920s was not a bubble but rather

was driven to a large extent by investors’ increasing ability to evaluate

new technological knowledge. This growing ability in turn led to a sig-

nificant reduction in the cost of capital for, and a powerful stimulus to,

investment in programs of R&D.

The growing prominence of R&D-intensive firms on the stock ex-

changes reflects in part the rise over the first decades of the twentieth

century of large companies that carried out major programs of inventive

activity through in-house research laboratories. General Electric, Du

Pont, Westinghouse, General Motors, and IBM are among the best-

known examples of firms that grew to dominate their industries by rely-

ing on a strategy of developing new technologies in the lab and then

extracting returns from them directly through the production of goods

and services (Passer 1953, Hounshell and Smith 1988, Wise 1985, Sloan

1964). Their success at innovation, many have contended, owed to

their superior ability to mobilize resources for the support of R&D—

facilitating specialization by the technologically creative at what they

did best—and to their expertise at selecting which projects were most

worth pursuing.20 By contrast, small, innovative firms and entrepreneuri-

ally minded inventors who wanted to be independent faced greater chal-

lenges in obtaining the funds needed to support their efforts. Even when

they had a good idea, the higher levels of risk associated with investment

in any single R&D program made the prospect of sinking funds into it

forbidding. Large firms with extensive resources had the advantage of

being able to lower the overall risk of investing in inventive activity by

backing a broad and diversified set of projects.

Although the story that Margaret Graham tells in chapter 6 about

how Corning came to be the innovator and central player in optical fiber

is one of triumph, the case study highlights the many obstacles that small

and medium-size firms faced. Established during the nineteenth century,

Corning Glass Works had a long history of innovation and success as a

specialty glass producer. Closely held and controlled by the founding

family into the second half of the twentieth century, it had flourished by

focusing attention on unrecognized technological opportunities (‘‘unclut-

tered paths’’) and by shrewdly and frequently entering into joint ventures

with other firms to leverage its resources and gain access to specialized
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knowledge or capabilities. As Graham recounts, however, federal anti-

trust policy had already constrained Corning from cooperating with

other glass producers when, in the 1960s, the firm came to realize that

optical transmission could revolutionize the technology of communica-

tions. The potential returns were enormous, but the amount of resources

Corning would require to carry out the R&D, defend its rights to its dis-

coveries, and build the manufacturing and marketing capacity to exploit

the technology in the marketplace were daunting for a small company

that was virtually a new entrant in an industry dominated by the behe-

moth AT&T. Indeed, at times the development of optical fiber was

nearly called off as executives questioned the wisdom of sinking so much

capital into one long-term and risky project. Nevertheless, as Graham

makes clear, Corning persevered where many larger firms would have

given up. In this period, large, managerially directed enterprises were im-

posing financial controls that evaluated the costs of new research proj-

ects against the potential gains. Corning adopted these practices as well,

but although the numbers for optical fiber did not satisfy the criteria

normally used by the firm to evaluate whether to go forward, the man-

agement of this closely held firm was in a position to overrule the con-

ventional analysis and effectively bet the company on the success of the

project. AT&T proceeded much more slowly and cautiously with its re-

search and as a result lost out on this important innovation.

For most of U.S. industrial history, innovative firms raised money by

exploiting networks of personal connections. Only in the 1920s did for-

mal institutions such as securities markets come to play a role in the fi-

nance of new firms. Growing excitement about new technologies such

as aviation and radio spurred interest in the issues of new high-tech

firms, and investors began to price stocks by assessing firms’ portfolios

of patents. By that time, however, much inventive activity was already

moving into the R&D laboratories of the country’s largest firms. Al-

though these labs could lower the risk of investing in R&D by taking

on a diverse range of projects, corporate managers attempted further to

reduce uncertainty by imposing financial tests that had to be passed be-

fore resources could be devoted to a new one. Not surprisingly, these

efforts by managers to rationalize their research budgets had the effect

of eroding the innovativeness of their labs. As a result, by the late twen-
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tieth century, some companies would decide to cut their research bud-

gets, spin off their labs into separate companies, or even shut down their

research facilities entirely. Independent firms would again become an im-

portant source of new technological discoveries.

The Role of Government

The increasing cost of conducting R&D clearly had powerful effects on

the organization and financing of inventive activity. In addition to foster-

ing a shift in the location of privately funded research, away from small

enterprises toward large firms with in-house research labs, it also likely

contributed to a major increase in the role of government over the course

of the twentieth century. Part of the dramatic growth in government

funding can certainly be understood in terms of the traditional view that

there should be public support for those R&D projects (so-called basic

research) that were expected to yield high social returns but whose pri-

vate returns would be insufficient to induce businesses or other private

agents to underwrite the investment (Arrow 1962, Nelson 1959). The

government’s commitment to medical research through the National

Institutes of Health (NIH) and other federal funding agencies is an obvi-

ous example. When one considers, however, that the big change in policy

took place during the 1930s and 1940s, with the federal government

funding more than half of the total annual national investment in R&D

by the early 1950s, more would seem to have been involved. Concern

with ensuring that the country was the leader in military technology

and nuclear energy was no doubt a major driver, and indeed most gov-

ernment backing for R&D at midcentury came through the Defense De-

partment. But the wide range of research programs that the government

supported suggests that another impetus may have been the greater ease

of procuring finance from public than from private sources, and not

that the returns would have been difficult for private agents to appropri-

ate. Regardless of the reasons, once the government became the key pa-

tron of R&D, it exercised enormous influence on the direction and the

level of inventive activity, as well as on where R&D was conducted

and how the resulting knowledge was diffused (Mowery and Rosenberg

1989).
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Chapter 7 by Kira Fabrizio and David Mowery examines the federal

government’s role in financing innovation in the information technology

(IT) industry (semiconductors, computer hardware, computer software,

and the Internet) after World War II. It is beyond the scope of their study

to consider the counterfactual of what would have happened to the in-

dustry if there had been no significant federal funding, but the authors

lay out the details of government involvement in the industry and argue

that its impact went ‘‘well beyond the amelioration of the ‘market fail-

ures.’ ’’ Although they acknowledge that the IT sector was a major bene-

ficiary of private investment in R&D at least as far back as the 1960s,

they argue that government concern for promoting the generation of

new technologies in this area was virtually indispensable to the creation

of the networks of researchers that shared information across univer-

sities, government agencies, and private firms and spawned a remarkably

broad array of important innovations. Government financing of innova-

tion had several distinct features that made it so important. First, federal

research dollars simultaneously supported work on a broad array of

technological alternatives. Second, both federal policy and the relatively

weak intellectual property rights that accrued to developments produced

with the aid of government funds encouraged the rapid diffusion of new

technological knowledge. Third, government procurement expenditures

provided firms in the IT industry with a profitable market for their prod-

ucts and also the opportunity to work out the practical difficulties they

faced in scaling up production.

The authors recognize that the case of IT may have been a special and

unrepresentative episode in the annals of government funding of R&D.

That the government happened to intervene at a crucial early stage in

the development of the industry and that IT was a general purpose tech-

nology with many applications and externalities helps to account for the

long-term significance of federal funding. Nevertheless, because govern-

ment involvement meant much higher levels of support for R&D than

private sources would otherwise have provided, and because there was

more rapid diffusion of new technological knowledge than would typi-

cally occur with a strict regime of private property (patent) rights, this

case provides some support for those who argue for a more active gov-

ernment role in fostering technological development.
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Steven Usselman does not directly dispute the idea that government

can, and often does, play a major and beneficial role in promoting inno-

vation and technological progress, but he contends that proponents of

federal support for R&D are sometimes inclined to claim too much. In

chapter 8, he traces the history of the IBM model 360, a major innova-

tion in mainframe computer systems that has been considered a prime

example of the benefits of government spending. Based on an examina-

tion of IBM’s internal documents, as well as interviews with many cen-

tral figures in the firm, especially those involved in overseeing the

program, Usselman contends that the development of the 360 system

was neither stimulated nor funded by federal procurement for the mili-

tary and the space programs. His persuasive analysis concludes instead

that the model 360 was quite consciously designed for the private mar-

ket. According to Usselman, IBM’s top executives had become convinced

that military projects were leading the company into technological ‘‘cul-

de-sacs whose arcane lessons’’ were difficult to translate into commercial

applications. With the 360 program, they deliberately used the com-

pany’s own resources to develop a computer technology targeted at the

kinds of private sector customers that IBM had traditionally served. Al-

though Usselman does not deny that military procurement played an im-

portant role in financing technological development more generally at

IBM, his study is a reminder that the potential for extracting returns

though commercial exploitation remains a powerful incentive for invest-

ment in inventive activity. Government support for R&D can have large

impacts, but the idea that market failures inhibit the private provision of

technological knowledge may be exaggerated.

The Return of Market Forces

For most of the twentieth century, the role of the market for technology

was much more circumscribed than it had been during the late nine-

teenth century. As large companies and the federal government provided

a greater share of the funding for technological discovery, the conduct

of R&D came increasingly to be concentrated in private research labs

and universities. Large firms primarily relied on direct commercial

exploitation to realize the returns from their investments in R&D. In
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combination with the rather weak protections for intellectual property

extended to government-supported research, that reliance meant that

trade in patented technological knowledge had become a rather second-

ary activity by the middle of the twentieth century.

Given the decline in such trade, it is perhaps not surprising that econ-

omists and other observers worked out plausible theoretical rationales

for why it should not be important. One common explanation was that

it was generally more efficient to integrate R&D and commercial devel-

opment within a single firm because the expertise acquired in marketing

new products could be used to focus inventive activity in the most profit-

able directions and because difficulties in enforcing patent rights meant

that firms could more easily realize their returns if the details of a new

technology could be kept secret and the speed at which it was brought

into production increased. A related view was that there were high costs

to transacting in technological knowledge in most industries and that

these costs limited the ability of independent inventors or firms spe-

cialized at invention to obtain the finance they needed to undertake

investments in R&D or to earn a return to their efforts by selling off

or licensing the rights to their discoveries. Implicitly, if not explicitly,

the dominant opinion came to be that outside of a very few highly un-

usual industries, independent researchers either had to depend primarily

on government support for their creative activities or associate them-

selves with businesses that were directly involved in commercializing

inventions.21

In recent decades, however, the rise of venture capital firms as well as

other developments in financial institutions and in the operation of the

global economy have triggered a substantial change in the organization

of inventive activity and the resurgence of an active market for new tech-

nological knowledge. Start-up enterprises that specialize in R&D and

plan to realize their returns by selling off or licensing the rights to their

discoveries have proliferated throughout the economy. At the same time,

firms in traditional R&D-intensive industries like pharmaceuticals have

downsized their in-house research capacities. Patenting activity has accel-

erated, and a higher volume of trade in patented technologies is also evi-

dent (Kortum and Lerner 1998, 2000; Lerner 2001). These developments

have given further impetus to a reexamination of, and debate about, the
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role of patent systems and the feasibility or effectiveness of reliance on

patents and markets in allocating resources to R&D.

In chapter 9, Ashish Arora, Marco Ceccagnoli, and Wesley Cohen

seek to improve our understanding of the circumstances conducive to

trade in technology by analyzing data collected by the Carnegie Mellon

Survey on the Nature and Determinants of Industrial R&D for the years

1991–1993. The authors posit that such trade can yield important social

welfare benefits by facilitating a division of labor between entities that

are best suited to engage in technological discovery and those best posi-

tioned to exploit particular inventions commercially. They further posit

that such trade would facilitate a more rapid and larger-scale exploita-

tion of new technological knowledge. They recognize, however, that

there might be barriers to the realization of these gains. Some of these

barriers might result from efficiencies in carrying out both R&D and the

commercial exploitation of new technologies within the same firm, but it

is also possible that welfare-enhancing trades might not occur because

parties cannot adequately protect themselves against opportunistic

behavior.

In their multivariate analysis, Arora, Ceccagnoli, and Cohen find that

complementarities between marketing and invention are indeed asso-

ciated with the vertical integration of R&D within the firm and, as a

result, with less extensive trade in patented technologies. But they also

find that in industries where patent protection is considered stronger

(that is, patent rights are more easily enforced), there is more licensing

of new technological knowledge. Because patents are not an available

means of protection when writing contracts for the generation of knowl-

edge in the future, firms entering into such ventures must rely on other

means of safeguarding their intellectual property, for example, maintain-

ing secrecy. But patents do play an important role in making it possible

for firms subsequently to exploit the resulting technology by licensing it

to other parties. Although not the focus of their study, the systematic

patterns that Arora, Ceccagnoli, and Cohen found in the organization

of inventive activity and trade in technological knowledge are consistent

with the idea that the early-twentieth-century rise of large, vertically inte-

grated firms with in-house R&D facilities contributed to the secular de-

cline in patenting rates.
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The number of small firms engaging in inventive activity has grown

enormously over the past several decades, fueled in large measure by

the growing availability of venture capital. This development in turn

has contributed to a marked tendency to disintegrate R&D and the com-

mercial exploitation of new technologies. Large firms are cutting back

resources for in-house R&D and instead are increasingly focusing on

marketing and commercializing technologies developed by independent

entities. In chapter 10, Joshua Lerner explores the problems that small

R&D firms face when they try to raise funds from venture capitalists or

form alliances with larger enterprises. These problems result from un-

certainty about the value of their technologies, asymmetric information

between the firms’ entrepreneurs and the parties with whom they are

contracting, difficulties in evaluating intangible assets in the firms’ bal-

ance sheets, and changing conditions in financial markets. Some of these

problems are beyond the ability of the parties to resolve—for example,

capital is always easier to raise when financial markets are booming.

But other difficulties can be significantly alleviated. Just as in the late

nineteenth century, the emergence of intermediaries has helped resolve

problems of asymmetric information between sellers and buyers of new

technologies. Moreover, such problems have also been mitigated by con-

tractual provisions affecting the allocation of control rights. Lerner

reports on a study of biotechnology alliances he conducted with Robert

Merges showing that the extent to which small R&D firms had to give

up control rights to their larger partners varied systematically with the

magnitude of their own financial resources and with the strength of their

patent positions (Lerner and Merges 1998). He also reports on a study

(coauthored with Antoinette Schoar) of venture capital contracts in

Asia. Lerner and Schoar (2005) find that as Asian venture capitalists

gained experience (and encountered problems), they became more so-

phisticated about the allocation of control rights and, as a result, the pro-

visions they included in their contracts converged rapidly toward U.S.

practice.

At the same time as venture capitalists were learning how to structure

contracts to resolve problems associated with investing in new high-tech

enterprises, investors were developing the ability to evaluate firms’ intan-

gible assets. As Michael Darby and Lynne Zucker demonstrate in chap-
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ter 11, investors during the 1990s appear to have become remarkably

sophisticated in their assessments of firms’ technological capabilities.

Working with a data set that includes virtually all of the nonpublic firms

established before 1990 in the segment of the biotech industry based on

recombinant DNA technology, they identify the factors that predict

which firms ultimately go public and how much they are able to raise in

their initial public offerings (IPOs). Like Lerner, they find that firms have

an easier time raising capital when market conditions are hot. But like

Nicholas, they show that investors are nonetheless quite discriminating

in what they are willing to finance. Among the variables that increase

the probability of going public in any given year are the quality of the

firm’s science base (as gauged by the publication and patenting records

of scientists associated with the company) and how many rounds of ven-

ture capital the firm had already obtained. The same factors also predict

the amount that can be raised through an IPO, though here the quality of

the firm’s science base plays an even stronger role. Just as in the late

nineteenth century, today’s high-tech enterprises find it easier to mobilize

capital if they can provide objective evidence of the extraordinary tech-

nological capabilities of their principals.

Conclusion

The U.S. economy has realized impressive, and relatively continuous,

rates of technological change since the early 1800s.22 Because this

achievement has occurred over such a long period of time and under

quite varied circumstances, it is difficult to identify a single factor that

can account for entrepreneurs’ ongoing ability to secure financing for

their ventures. Indeed, perhaps the most striking aspect of the record

of innovation over American economic history is the flexibility that

technologically creative entrepreneurs have exhibited in adjusting their

business and career plans so as to obtain financing for, and extract the

returns from, their projects. As the costs of engaging in inventive ac-

tivity and the relative availability of finance for independent ventures

changed over time, entrepreneurs moved in and out of large firms

and tapped into alternative sources of funding such as the federal

government.
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During early industrialization, when neither production technology

nor inventive activity required large amounts of physical capital, techno-

logically creative individuals seem to have been able to fund their rela-

tively small-scale R&D projects with infusions from friends and family

and from retained earnings. To the extent that they needed to raise addi-

tional funds by attracting partners, they were greatly aided by a patent

system that provided broad access to well-defined and easily enforced

property rights in new technological knowledge. Secure property rights

in patented technology also enabled creative inventors to extract their

returns by selling off and licensing their inventions to firms and individu-

als who were better able to exploit them commercially. The emergence of

intermediaries to facilitate these transactions in the market for technol-

ogy encouraged a division of labor that enabled those with a talent for

invention to specialize in what they did best.

The amounts of capital required to develop new technologies increased

dramatically during the Second Industrial Revolution, however, and

pioneering inventors and innovators often had to be flexible to secure

the backing they needed. Some, such as Thomson and Sperry, opted to

migrate to cities where groups of investors offered infusions of capital.

Others chose to commit for extended periods to work for nationally ori-

ented companies. These companies had the ability, especially from the

1920s on, to tap the securities markets for funds and hence could raise

the resources needed to support the inventors’ work. Although they gen-

erally integrated R&D and the commercialization of new technologies

within their bounds, they preserved a productive division of labor inside

the firm between those who invented and those who were responsible for

marketing and other commercial activities. As a result, though the ranks

of independent inventors were much depleted during the early twentieth

century, the continued rapid pace of technical change at the economy

level suggests that the rate of invention was not adversely affected to any

significant degree. Nonetheless, because large firms focused on commer-

cially exploiting the returns to the discoveries they made in-house, they

had less reason to make tradable assets out of the new technological

knowledge they generated. The movement toward vertical integration

may thus help explain the secular decline in patenting rates from the late
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nineteenth century to roughly 1980 that has long been a puzzle to schol-

ars of technological change.

There may well have been, and may still be, complementarities in

having R&D and the commercialization of new technologies carried

out by the same firm. However, the disintegration of these activities that

occurred in many high-tech industries following the rise of venture capi-

tal institutions during the late twentieth century highlights the possibility

that what was most important about large firms with extensive in-house

R&D was their access to capital and ability to diversify investments

across different projects. The enormous growth and evident success of

government support for R&D during the middle of the century also

points to there having been a problem in raising sufficient amounts of

capital for big programs of research in new fields of technology. The

intriguing implication is that the development of financial institutions,

and sources of support for R&D more generally, had a profound impact

on the organization of inventive activity, if not on the pace of productiv-

ity growth. As scholars continue to reconstruct what has happened in the

past—how the mobilization of resources for technological advance has

varied over time and across industries—it appears increasingly likely

that they will find that there is no globally superior way to organize

invention. They are, however, likely to discover that the way in which

inventive activity is financed has profound consequences for both the

direction of technological change and the competitive dynamism of the

economy.

Notes

1. Perhaps the most traditional view is that significant inventions were largely
the work of individuals of extraordinary genius or insight whose discoveries
were not much influenced by the desire for material gain, whereas innovators,
by definition responsible for the first commercial applications of the new techno-
logical knowledge (that is, of inventions), were motivated by profit. See Schum-
peter (1934) and Mokyr (1990). In recent years, scholars have increasingly
deemphasized the distinction between inventors and innovators and have implic-
itly or explicitly treated decisions about investment in inventive activity as akin
to other entrepreneurial investments. Indeed, as the chapters in this volume
suggest, many scholars have come to employ the terms inventor and innovator
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interchangeably. See also Khan and Sokoloff (1993), Baumol (2002), and Lamor-
eaux and Sokoloff (2005).

2. For an example of this approach, see Jorgenson, Gollop, and Fraumeni
(1987).

3. For discussion of how the growth of venture capital might have spurred the
rate of innovation in the 1980s and 1990s, see Kortum and Lerner (1998, 2000).
For a discussion of how special features of the U.S. patent system stimulated tech-
nologically creative individuals to increase their rate of invention during the nine-
teenth century, see Khan (2005). For a more general treatment, see Scotchmer
(2004).

4. The early framers of the patent system could not have foreseen the precise na-
ture and extent of trade in patented inventions that would develop, but from the
very first patent law of 1790, they included provisions explicitly designed to sup-
port trade in patent rights, and both the courts and the U.S. Patent Office acted to
facilitate such transfers. For example, the Patent Office served as a registry that
anyone could consult to identify the owner of the rights to a particular technol-
ogy. To ensure that the registry remained up to date, the law specified that any
contract transferring the property rights to a patent from one party to another
would not be legally binding unless a copy was deposited with the Patent Office
within a few months. The framers of the early patent institutions seem to have
conceived of a market for technology that would work in a manner not unlike
those for other valuable assets, with well-specified and tradable property rights
both encouraging production and improving allocation. Of course, the ability of
patentees to find buyers or licensees for their patents depended on the security of
these property rights. Responsibility for enforcing patent rights was left to the
federal courts, and judges quickly developed an effective set of principles for pro-
tecting the rights of patentees and also of those who purchased or licensed
patented technologies. See Khan (1995, 2005).

5. The 1836 law actually represented something of a return to the original con-
ception, as the 1790 law had stipulated that all applications for patents be
assessed by a committee consisting of the secretary of state, the secretary of war,
and the attorney general. Thomas Jefferson, the first secretary of state, was
regarded by his fellow cabinet members as more qualified for the task and
appears to have borne most of the responsibility for reviewing the applications.
When he expressed concern about how much time this duty consumed, Congress
passed a law in 1793 that shifted to a straightforward system of granting patents
to all applications that met the administrative requirements (a fee, detailed speci-
fications, and a model). A serious problem with this so-called registration system,
however, was that it left any questions that arose about the validity of a patent to
be settled by the judiciary. Inventors argued that this system substantially raised
the cost of enforcing their patent rights and lowered their returns. Congress be-
gan to hold hearings about revising the system in the early 1820s, but it was not
until 1836 that action was taken. See Khan and Sokoloff (2004).
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6. The design of the patent system in Britain discouraged trade in patents in
other ways as well. For example, the high fees encouraged many inventors to ex-
tract returns by keeping their discoveries secret rather than by filing for patents
and marketing their inventions to those better positioned to directly exploit
them. This inclination toward secrecy was encouraged by the ability of those
with wealth to patent the inventions of others who lacked the resources to pay
the fee. See Dutton (1984) and MacLeod (1988, 1999).

7. See Sokoloff and Khan (1990). An examination of the careers of 160 great
inventors active during the antebellum period indicates that all but a few energet-
ically patented their inventions as a means of pursuing the material returns. Khan
and Sokoloff (1993). Also see Hounshell (1984).

8. An analysis of the biographies and records at patenting of over 400 great
inventors in the United States who were born between 1735 and 1885 indicates
there was substantial change over time in how they extracted their returns. Those
active during the first half of the nineteenth century were more often than not en-
gaged in direct exploitation of their inventions, but many also earned income
from selling off or licensing patent rights—for example, to producers in geo-
graphically segmented markets. By the second half of the nineteenth century, an
increasing share realized their income from their patents by selling off the rights.
For those born after 1865, however, there was a marked increase in the share
who worked as employees, especially in capital-intensive sectors such as trans-
portation and electricity. See Khan and Sokoloff (1993, 2004), as well as Lamor-
eaux and Sokoloff (2005).

9. For evidence on how early nineteenth-century manufacturing enterprises
mobilized their capital, see Lamoreaux (1994) and Davis (1957, 1958, 1960,
1966). Also see Hounshell (1984).

10. See Cooper (1991) for a discussion of how Thomas Blanchard extracted
returns from his inventions by licensing and selling off patent rights, as well liti-
gating to enforce his patents. By unfortunate coincidence, the building housing
the Patent Office was destroyed by fire in 1836, and with it were lost the sales
(assignment) contracts for patents recorded prior to that date. It is impossible,
therefore, to be certain about the actual level of trade in patents before the 1836
law. A variety of indirect indicators suggest, however, that there was indeed a
major increase in sales of patent rights about this time. Based on an examination
of the assignment records for a number of years during the 1840s and 1850s, we
estimate that three to eight times as many times assignment contracts for patents
were filed than the number of patents granted. We benefit here from the legal re-
quirement that all patent assignments had to be filed with the U.S. Patent Office
within three months in order to be legally binding. ‘‘Geographic’’ assignments
accounted for 80 to 90 percent of the contracts registered with the Patent Office
during the 1840s. They accounted for just under a quarter of all assignments
in 1870—that is, after improvements in transportation led to the emergence of
national product markets and a corresponding movement toward national
assignments.
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11. The patent agencies that published these kinds of journals were themselves in
the business of buying and selling of patents, as well as helping inventors obtain
patents for their inventions, and they undoubtedly saw their publications as a
means to attract a larger customer base. For a fascinating account of Scientific
American and Munn and Company, see Borut (1977). Other journals similar to
Scientific American included the American Artisan, published by Brown, Coombs
& Company; the American Inventor, by the American Patent Agency; and the
Patent Right Gazette, by the U.S. Patent Right Association (which, despite its
name, functioned as a general patent agency). Lamoreaux and Sokoloff (1999c,
2003).

12. For an example of one of many advice manuals, see Simonds (1871).

13. For an extended treatment of the evolution of intermediaries in this market
for technology, see Lamoreaux and Sokoloff (2003).

14. Given that the lag between the 1836 reform and the onset of the acceleration
is nearly a decade, one might seriously question whether the latter can be attrib-
uted to the former. Although the lag is troubling, it is worth noting that the per-
sistent and severe contraction triggered by the panic of 1837 and lasting through
1843 would likely have depressed rates of inventive activity.

15. For discussions of the careers of these great inventors, see Khan and Sokoloff
(1993), Hughes (1971), Taylor (1978), and Israel (1998). See also chapter 1, this
volume.

16. For estimates of changes in capital intensity over time by industry, see Ken-
drick (1961).

17. See Usselman (2002). As firms committed more resources to support inven-
tive activity internal to the firm, they became increasingly concerned with obtain-
ing the property rights to any discoveries their employees made. During the early
twentieth century, the judiciary increasingly sided with employers in disputes
with employees involving patents and trade secrets. The logic seemed to be that
the firm’s claim was more deserving when it provided substantial inputs to the
inventive activity. See Fisk (1998, 2001).

18. For discussions of developments in some of these industries, see Usselman
(2002), Adams and Butler (1999), Passer (1953), and Hughes (1983).

19. Mowery (1983, 1995). As Mowery shows, one also sees during this period
the emergence of large companies such as Arthur D Little, that conducted R&D
on contract in a broad range of technologies.

20. For example, Alfred Sloan argued that the abundant resources large corpora-
tions could offer technologically creative individuals expanded their range of
possibilities, and cited the career of Charles Kettering, who was instrumental
in developing the self-starter, quick-drying paints, improved blends of gasoline,
improved designs of engines, as well as Freon for General Motors. See Sloan
(1964, esp. chap. 14), as well as the discussion of Sloan’s career in Livesay
(1979, chap. 8).
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21. For recent discussions and critiques of these views, see Zeckhauser (1996),
Teece (1986, 1988), Arora, Fosfuri, and Gambardella (2001), and Gans and
Stern (2003).

22. For estimates of remarkably stable rates of manufacturing productivity
growth over 150 years, see Kendrick (1961) and Sokoloff (1986).
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1
Financing Invention during the Second

Industrial Revolution: Cleveland, Ohio,

1870–1920

Naomi R. Lamoreaux, Margaret Levenstein, and Kenneth L. Sokoloff

Technological change was so rapid and transformative during the late

nineteenth and early twentieth centuries that the period is commonly

known as the Second Industrial Revolution. Although the progress of

this era is conventionally attributed to the rise of big business and the

beginnings of the shift toward in-house R&D, this was also a time (like

the Third Industrial Revolution of the late twentieth century) when large

numbers of new firms were being formed in the high-tech sectors of the

economy. Based on recent experience, it might be assumed that financing

for such enterprises depended on the preexistence of formal financial

institutions—for example, well-functioning and highly liquid securities

markets that enabled early-stage investors to make money by taking

enterprises public. Although a variety of different kinds of exchanges

had emerged in the United States over the course of the nineteenth cen-

tury, none were as yet well suited to play this kind of a role. How then

was venture capital mobilized? The question is an important one because

by examining the formation of new firms in an institutional context very

different from today’s, we can develop a more basic understanding of the

difficulties in financing cutting-edge ventures and also how these prob-

lems can be overcome.

Questions of this sort are often best answered through detailed local

studies that make it possible to track the financial sources tapped by in-

dividual inventors and firms. We chose to focus our study on Cleveland,

Ohio, a center of inventive activity in a remarkable number of important

industries, including electric light and power, steel, petroleum, chemicals,

and automobiles, and began our research by collecting samples of pat-

entees residing in Cleveland at several different times. We then compiled
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the histories of the most productive of these patentees, gathering infor-

mation on their activities and how they were financed from archival and

manuscript collections, city directories, newspapers, and a variety of

secondary sources. We searched the extant records of formal financial

institutions such as the Cleveland Stock Exchange, the Cleveland Trust

Company, and other banks or banklike institutions for evidence of their

connections with patentees or with enterprises that exploited the inven-

tors’ discoveries.

Perhaps not surprisingly, we found that neither banks nor securities

markets played a direct role in financing these new ventures. This is not

to say that such institutions were unimportant. Once new firms were

established, local banks and trust companies helped to support their

ongoing activities in a variety of ways—for example, by financing their

working capital and underwriting bond issues. Moreover, some of the

largest new enterprises eventually were listed on the Cleveland Stock Ex-

change (and even later on the New York Stock Exchange). But formal

financial institutions did not play a leading role in the creation of new

enterprises. Instead, entrepreneurs seeking to exploit new technologies

typically raised capital directly from wealthy individuals. These investors

bought substantial shares in the equity of new firms, held on to their

investments for long periods of time, and often played an important and

ongoing role in management.

All too often the willingness of such individuals to provide early-stage

backing is ascribed simply to personal connections, as if it were self-

evident that entrepreneurs would be able to command the savings of

their families, friends, or other people with whom they had close per-

sonal associations. Although entrepreneurs may often have found it

easier to raise funds from people who knew them well than from strang-

ers, even the closest members of their families were often reluctant to put

their money into ventures exploiting untried new inventions unless they

had some way of determining that the technology was likely to work and

have a market.1 Such a determination required access to expertise. The

contribution of this study is to put some structure on what are normally

dismissed as informal channels of finance by describing the mechanisms

that enabled entrepreneurs in high-tech industries to tap both personal

and impersonal sources of funds.2 In particular we show how a small

number of successful enterprises could stimulate investment, first by dem-
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onstrating the wealth-creation possibilities of cutting-edge technologies

and then by becoming hubs of overlapping networks of inventors and

financiers. Our findings thus parallel those of Steven Klepper in his study

of spin-offs in the Detroit automobile industry (see chapter 3). Rather

than formal financial institutions, a few key firms served as channels for

directing funds to new innovative enterprises.

After providing a detailed look at the mechanisms by which the city’s

most important hub enterprise, the Brush Electric Company, spawned a

whole host of spin-off and start-up enterprises, we offer a quantitative

picture of inventive activity in Cleveland and of the ways in which inven-

tors profited from their discoveries. We find that many productive inven-

tors were principals in firms formed to exploit their inventions, though

by the turn of the twentieth century, there was also a significant group

of inventors who were either employees of large firms or had some other

kind of long-term attachment with a large firm. These parallel develop-

ments, we show, replicate patterns apparent in the national data. By the

turn of the century, the increasing complexity of technology was raising

the costs of engaging effectively in inventive activity, and inventors were

finding it necessary to associate themselves with firms. Intriguingly,

however, there was a strong regional divergence in the ways inventors

formed such associations. Whereas in the Northeast, particularly in the

Middle Atlantic, the most productive inventors were likely to be em-

ployed in large, integrated firms, in the Midwest they were more likely

to become principals in firms organized to exploit their inventions. We

speculate that differences in the depth or organization of capital markets

in the two regions may help to explain this regional pattern. In the

Northeast, the nation’s main capital markets were well suited to the fi-

nance of large firms and may have pulled local capital into the exchanges

for this purpose. At a greater distance, however, local venture capital

markets seem to have been quite effective in furnishing funds for the for-

mation of new enterprises.

The Rise of Cleveland’s Manufacturing and Financial Sectors

Located on Lake Erie at the terminus of the Ohio Canal, Cleveland had

long been the commercial center of northeastern Ohio. The city’s first

heavy industrial enterprise, a firm that produced steam furnaces, was
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founded in the 1830s, and its first iron-rolling mills were built in the

1850s (Miller and Wheeler 1990). But Cleveland’s rise as an industrial

powerhouse was largely a post–Civil War phenomenon. As late as 1870,

Cuyahoga County, where Cleveland is located, ranked only number

twenty-two in manufacturing output among counties nationwide. By

1920, however, it had risen to fourth place (U.S. Census Office 1870–

1920). Moreover, in the interim, Cleveland had become a hotbed of pa-

tenting activity. In 1900 it ranked eighth out of all U.S. cities in the total

number of patents granted to residents, and if the calculation is limited

to patents deemed by official examiners to have made significant contri-

butions to the industrial art of the period, Cleveland was the fifth most

technologically important city in the country (Fogarty, Garofalo, and

Hammack n.d.).

Much of the growth in Cleveland’s manufacturing sector occurred in

industries associated with the Second Industrial Revolution. Cleveland’s

location gave it convenient access to Lake Superior iron ore, so it is not

surprising that iron and steel was the city’s leading industry in terms

of value of output throughout the nineteenth century, falling to second

place in 1910 and to third in 1920 (see table 1.1). The machine tool in-

dustry was also persistently among the city’s top three. By 1910, how-

ever, automobiles had become the third largest industry, and it would

climb by 1920 to number one. During the same decade, electrical ma-

chinery rose to fourth place, so that the city’s top industries were now

automobiles, machine tools, iron and steel, and electrical machinery.

Chemical products such as paints and varnishes also had a major pres-

ence in the city and its surrounding areas.3

Cleveland’s financial sector grew alongside its manufacturing indus-

tries over the half-century between 1870 and 1920. In 1870 the city was

home to five national banks, most with origins dating to the 1840s, and

one substantial savings institution, the Society for Savings, founded in

1849. By 1920 the city had thirty-eight banks, savings institutions, and

trust companies, with total deposits amounting to more than $800

million. More than a dozen national banks were founded during these

decades, though because of mergers, the net gain in number was only

two. After the Ohio legislature passed enabling legislation, a dozen trust

companies were organized, eleven of which were still active at the end of
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Table 1.1
Cleveland’s largest industries, 1870–1920

Industry
rank 1870a 1880 1890 1900 1910 1920

1 Coal, rectified Iron and steel Iron and steel Iron and steel Iron and steel,
steel works, and
rolling mills

Automobiles

2 Iron, forged and
rolled

Slaughtering and
meatpacking

Foundry and
machine shop
products

Foundry and
machine shop
products

Foundry and
machine shop
products

Foundry and
machine tools

3 Flour mill
products

Foundry and
machine shop
products

Petroleum
Refining

Slaughtering and
meatpacking,
wholesale

Automobiles Iron and steel

4 Meat, packed
pork

Clothing, men’s Slaughtering and
meatpacking,
wholesale

Clothing,
women’s factory
product

Slaughtering and
meatpacking

Electrical
machinery

5 Iron, castings
(not specified)

Liquors, malt Carpentering Liquors, malt Clothing,
women’s

Clothing,
women’s

a1870 data are for Cuyahoga County. All other years are for the city of Cleveland.
Source: U.S. Census of Manufactures (1870–1920).
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the period. Similarly, an 1868 law permitting the formation of building-

and-loan and savings-and-loan associations stimulated a rash of entry,

though many of these institutions were short-lived.4

The city’s leading businessmen had been active in founding financial

institutions since the formation of the Commercial Bank of Lake Erie in

1816, so it is not surprising that industrialists were involved in organiz-

ing and running many of the banks and trust companies formed after

1870.5 Robert Hanna, for example, helped to organize the Ohio Na-

tional Bank in 1876, eight years after founding the Cleveland Malleable

Iron Company. His nephew and partner, Marcus Hanna, organized the

Union National Bank in 1884, served as its president for at least a de-

cade, and later sat on the boards of the Commercial National Bank, the

Guardian Trust Company, and the People’s Savings and Loan Associa-

tion.6 C. A. Grasselli, a leading chemical manufacturer, was a founder

and then president of the city’s first trust company, Broadway Savings

and Trust (1884), and also of its second trust company, Woodland Ave-

nue Savings and Trust (1886).7 Prominent among the founders of the

Cleveland Trust Company (1895) were Fayette Brown, president of

the Brown Hoisting Machine Company, and Jacob D. Cox, owner of

the Cleveland Twist Drill Company.8 Brown’s son, Harvey H. Brown,

who replaced him as president of the Hoisting Company, served on the

board of the Bank of Commerce (Cleveland Stock Exchange Handbook

1903). Many savings institutions also had industrialists among their

organizers. For example, the founding board of directors of the Detroit

Street Savings and Loan included Theodor Kundtz, an inventor and

manufacturer of sewing machine cabinets and auto bodies, and E. R.

Edson, an inventor and manufacturer of machinery for extracting oil

and other products from fish.9

Undoubtedly the industrialists who founded these banks, trust compa-

nies, and savings institutions aimed to benefit their own enterprises, but

it seems that they were primarily concerned with increasing their access

to working capital. In any event, the institutions they created mainly sup-

ported the city’s industries by providing firms with short-term commer-

cial credit. Although they sometimes assisted new firms in other ways,

for example, by handling their bond issues or accepting their securities

as collateral for individual loans, the extant records suggest that such
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aid was relatively rare. The bottom line is that these institutions were not

directly involved in founding new companies.10

Cleveland’s equity markets also developed during this period. Daily

quotations of government bond prices first appeared in the Cleveland

Plain Dealer in 1880, and by 1886 the daily lists included prices for the

stocks of local banks, street railroad companies, iron mines, and ‘‘miscel-

laneous’’ securities, including a small number of industrials. The contin-

ued growth of both local brokerage houses and trading in local securities

resulted in 1900 in the formal organization of the Cleveland Stock Ex-

change (CSE) Although the city’s brokers led in forming the exchange,

its founding members included prominent Cleveland industrialists such

as Harvey Brown, Jeptha Wade, and Daniel R. Hanna.11

As was the case for other exchanges at that time, railroads initially

dominated the listings. Compared to the New York Stock Exchange

(NYSE), however, the Cleveland market from the beginning handled the

securities of a more diverse set of firms. For example, 52 percent of the

firms listed on the NYSE in 1900 were railroads, and in 1910 the figure

was still 48 percent. By contrast, railroads accounted for only 40 percent

of the listings on the Cleveland exchange in 1903, and by 1910 the share

had fallen to 15 percent (Cleveland Stock Exchange Handbook 1903,

Cull and Davis 1994). This decline in the relative position of railroads on

the CSE owed mainly to the listing of new banks, trust companies, and

utilities, including several local electric light companies and nine local

telephone companies. Between 1910 and 1914, however, the number of

manufacturing firms on the CSE more than doubled. The newly listed

manufacturers included some of the most successful of the innovative

firms formed over the previous several decades (American Multigraph,

the Bishop-Babcock-Becker Company, Brown Hoisting Machine, Na-

tional Carbon, Wellman-Seaver-Morgan, and the White Company). But

these firms did not turn to the CSE to raise capital, nor did their largest

shareholders use the market to increase the liquidity of their investments.

Trading in the equities of these manufacturing firms was at best light,

and it seems that the listings were mainly useful to local brokers who

from time to time had small lots of these securities to offer the public.12

Although venture capitalists today often make their profits by taking

firms public and then cashing out their investments, that does not seem
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to have been the practice in the early twentieth century. To the contrary,

investors in start-up enterprises appear to have taken their profits over

the long run in the form of dividends on their shareholdings. The key

question thus becomes to understand how it came to be that so many

wealthy Clevelanders were induced to invest their savings in firms formed

to exploit cutting-edge technology.

Clusters of Inventors as Sources of Information for Financiers

Before they would be willing to risk their assets in new technological

ventures, those with wealth to invest had to be convinced that it was pos-

sible to earn high rates of return in such enterprises. They also had to be

convinced that the specific technologies in which they were being asked

to invest were especially promising. The first condition could be rela-

tively easily satisfied by some enticing examples of ventures that had

made their backers rich. The second was more difficult, because evaluat-

ing the merits of alternative projects required considerable technological

expertise.

There were a variety of ways in which investors could obtain assess-

ments of new technologies coming on the market, but one of the simplest

was to tap into the discussions that inventors themselves were having

about exciting new discoveries.13 In the late nineteenth century, certain

kinds of enterprises were particularly well placed to become focal points

for such conversations. Perhaps the most important example was the

telegraph. Because operators were responsible for repairing and improv-

ing the equipment they used, local telegraph offices developed intense

‘‘shop cultures,’’ to use Paul Israel’s (1992) phrase, that encouraged

employees to keep abreast of advances in electrical technology and ex-

periment with new applications. Thomas Edison was only the most fa-

mous of the many inventors who got their starts in this way. Western

Union provided financial assistance to a number of new ventures that

came out of its offices—Edison’s early company to exploit an improved

stock ticker is a good example—but local capitalists also tapped into

these clusters of inventive activity in order to learn about promising new

companies (Israel 1992, 1998, Adams and Butler 1999).
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One such enterprise was the Telegraph Supply Company of Cleveland,

Ohio, organized to exploit the inventions of George B. Hicks, developer

of the Hicks telegraph repeater. In 1872, a young businessman named

George W. Stockly bought a large interest in the company and took

responsibility for the commercial side of its affairs, assuming the title of

vice president and general manager. Shortly after Stockly joined the com-

pany, Hicks suddenly died. Stockly had no technical training and, to

save his investment, took two steps. He brought in a new set of officers

who were well connected and technologically expert. These included

the patent solicitor Mortimer D. Leggett, who had previously served as

the U.S. commissioner of patents, and the banker James J. Tracy, who

belonged to the ‘‘Ark,’’ a natural science club whose leading members

were engaged, around the same time, in founding the Case School of Ap-

plied Science. He also began to form relationships with promising young

inventors and invite them to come work in the Telegraph Supply Com-

pany’s shops.14

The Brush Electric Company and Its Demonstration Effect

Among the young men whom Stockly encouraged was Charles F. Brush,

whose invention of an arc-lighting system would spark Cleveland’s tech-

nology boom.15 Brush had been interested in electricity from an early age

and had built his first arc light while still a student at Cleveland High

School. During the late 1860s, he attended the University of Michigan,

majoring in mining engineering because the school did not yet have a

program in electricity. He then returned to Cleveland and attempted to

earn a living as an analytical chemist. When he found he could not

make ends meet, he joined an iron-dealing partnership with his child-

hood friend, Charles Bingham. All the while, he continued to experiment

in his spare time with electric lighting (Kennedy 1885, Brush 1905, Gor-

man 1961, Eisenman 1967).

Stockly, another long-time friend, hired Brush to do some consulting

work for the Telegraph Supply Company. The two men got to talking

about the future of electricity, and Stockly, impressed by Brush’s ideas,

offered him the use of the company’s shop to develop his arc-lighting

system. When Brush successfully demonstrated a new dynamo, Stockly
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negotiated a contract that gave Telegraph Supply exclusive rights to

market the device in exchange for royalties. Brush’s reputation as an in-

ventor got a boost in 1878 when his dynamo won a competition at the

Franklin Institute in Philadelphia, but it was the backing of Stockly and

the other well-connected officers of the Telegraph Supply Company that

translated Brush’s technical triumph into a commercial success.16

Looking for a dramatic way to publicize Brush’s invention, Stockly

and his associates negotiated a contract with the city of Cleveland to

light Monumental Park (now Public Square). Advance publicity brought

out a large crowd the evening of April 29, 1879, when Cleveland officials

threw a switch, and twelve strategically placed arc lamps flooded the

park with light. News of the event spread quickly throughout the

country, generating a rush of interest in the new type of street light-

ing, followed by orders for installations. The successful demonstra-

tion also helped the officers of Telegraph Supply line up investors, and

the next year the firm was reorganized as the Brush Electric Company

with an authorized capital of $3 million, an enormous amount for the

time.17

Brush Electric installed about 80 percent of the nation’s arc-lighting

systems during the early 1880s and made the businesspeople who ini-

tially bought its stock rich. As Jacob D. Cox (1951) founder of the

Cleveland Twist Drill Company, later regretfully noted: ‘‘The original

holders made immense sums of money but, as I had no funds to invest,

I missed this rare opportunity’’ (90–91). Brush himself became a wealthy

man, earning royalties in excess of $200,000 a year on his patents during

1882 and 1883. Indeed, his royalty account accumulated so quickly that

the company fell behind on its payments, and to settle the debt, Brush

agreed in 1886 to take $500,000 in stock.18 By the second half of the

decade, however, the company was losing ground to new competitors,

and Brush, Stockly, and the other major shareholders sold out to the

Thomson Houston Electric Company at what appears to have been a

handsome price. According to a report in the New York Times, the con-

trolling shareholders (Stockly, Tracy, Leggett, Brush, and Stockly’s sister)

owned 30,000 of the company’s 40,000 outstanding shares and sold

them for $75 each. The par value of the stock was $50, and its market

price was estimated to be $35.19
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The success of Brush and other early electric lighting companies

grabbed investors’ attention.20 But investors who lacked technological

expertise could easily make mistakes and put their funds in poorly con-

ceived or even fraudulent enterprises. Con artists quickly took advantage

of the heightened interest in electrical innovations by organizing wildcat

companies ‘‘whose only purpose seemed to be to foist a lot of worthless

stock upon a gullible public.’’ Henry I. Hoyt, president of the Gramme

Electrical Company, claimed that the wildcatters owned no patents and

displayed other companies’ machines to gullible investors as if they were

their own. ‘‘ ‘Why, Sir,’ exclaimed Mr. Hoyt, indignantly, ‘I have even

had men come to me and ask to borrow dynamo-electric generators to

exhibit in the offices of the so-called ‘electric light companies.’ ’’ Hoyt

estimated that between forty and fifty such ‘‘speculative enterprises’’

were out raising capital.21

One way in which investors could reduce their risk of being taken was

to invest in companies promoted by businesspeople who had a proven

record of success. Not surprisingly, the men most visibly associated with

the Brush Electric Company had a comparatively easy time raising capi-

tal for subsequent ventures. A good example is Washington Lawrence, a

major early investor in Brush Electric and for a time the company’s gen-

eral manager. In 1882 Lawrence took the unusual step of selling his in-

terest and investing the proceeds in real estate, but he returned to the

industry in 1886 to buy a controlling share of the Boulton Carbon Com-

pany, a spin-off venture that supplied carbons for arc lights to Brush

and other firms. Lawrence reorganized Boulton as the National Carbon

Company, bringing in wealthy investors such as Myron T. Herrick, a

local lawyer who had founded a hardware company and who built the

Society for Savings into a major financial institution, and Webb C.

Hayes, the son of former President Rutherford B. Hayes. He then used

the firm as a vehicle to acquire competing enterprises and expand into

batteries and other components of electrical systems, creating in the pro-

cess one of the country’s earliest industrial research laboratories.22

Another good example of the ease with which men associated with

Brush Electric could raise capital for innovative projects is Brush’s own

promotion of the Linde Air Products Company. Brush became aware

during the 1890s of the work of Carl von Linde, a German scientist
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who had developed a process for liquefying air. Linde wanted to market

his invention in the United States but was prevented by a conflicting pa-

tent. Believing that Linde’s invention had priority, Brush bought a one-

third share in the patent and financed the necessary litigation. The case

dragged on for several years, but Brush ultimately won and, after a brief

period during which he and Linde disagreed about terms, set about

organizing the Linde Air Products Company. In early 1907 he held a

meeting in his office to present a prospectus for the company to a small

group of prominent Cleveland businessmen. Virtually all of those present

immediately agreed to invest, and the company was launched with a cap-

ital of $250,000 and with Brush as president, the chemical entrepreneur

C. A. Grasselli as vice president, and J. L. Severance of Standard Oil as

secretary-treasurer.23 After some initial technical problems, which Brush

himself resolved, the enterprise grew rapidly. By 1910 R. G. Dun &

Company gave it a credit rating of ‘‘excellent,’’ despite having no infor-

mation with which to measure its pecuniary strength, and by 1917 its

authorized capital had increased to $15 million. In that year, the firm

merged with National Carbon, Union Carbide, and several other firms

to form Union Carbide and Carbon Company, with Brush and the other

investors exchanging their Linde stock for twice the number of shares in

the new combine.24

Important enterprises like Brush Electric could solve the problem of

information in another way as well—by becoming gathering places for

inventors. From early on, the Brush factory was a magnet for ambitious

young men who came to work in its shops, network with other techno-

logically creative people, and catch the eye of investors eager to finance

the next Charles Brush. The inventors who worked in such close prox-

imity shared ideas and cooperated in solving problems, but they also

critiqued each other’s inventions. Local capitalists could plug into the

conversations and use the collective judgments of the group to inform

their investment decisions.

A Gathering Place for Inventors and a Spawning Ground for New

Companies

The inventors who flocked to the Brush Electric Company came there for

many different reasons and in many different ways. Some already had
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developed promising ideas and were invited to use the company’s shops

to work out the details. In 1883, for example, Edward M. Bentley and

Walter H. Knight left their jobs at the Patent Office in Washington to

seek backers for a plan they had devised for electrically powered street-

cars. Stockly was among the first capitalists they contacted, and he

agreed to invest in the firm, brought the young men to Cleveland, and

put Brush employees to work building the necessary equipment, includ-

ing an experimental track. The very visible position that Bentley and

Knight occupied at Brush enabled them to convince the East Cleveland

Railway Company to lay a trial line and also to attract additional local

backers to invest in the newly formed Bentley-Knight Electric Railway

Company. Although the initial trials were successful and generated

orders for streetcar systems in other cities, the company subsequently

ran into technical and financial difficulties. In 1889 Thomson-Houston

bought out most of its shareholders in order to gain control of the valu-

able Bentley-Knight patents.25

The Brush firm also incubated the Cowles Electric Smelting and Alu-

minum Company, the brainchild of Eugene and Alfred H. Cowles, sons

of a prominent Cleveland newspaper publisher. Eugene started out as a

journalist but began to study electricity after covering an early exhibit of

Brush lighting for his father’s newspaper. In 1880 he left the news busi-

ness to organize and manage the Brush Electric Light and Power Com-

pany, the Brush-affiliated utility in Cleveland. His brother Alfred was at

that time studying physics and chemistry at Cornell, but the two brothers

soon joined forces in New Mexico, where Eugene, who had tuberculosis,

had gone for health reasons and to inspect mining properties. The prox-

imity of the mines they visited to good sources of water power inspired

the brothers to investigate the possibility of smelting ores electrically.

Lacking the equipment they needed to experiment, they returned to

Cleveland (and to Brush), built an experimental furnace, applied for a

patent, and in 1885 organized their company.26

Although some observers were initially skeptical about whether the

process would be economical (Brush scoffed that it was simply an expen-

sive way to burn coal), their successful operation at the Brush facility

silenced doubters. By 1886 Brush himself was using Cowles aluminum

to make hubs for armatures. Moreover, financiers could visit the Brush
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works, see the Cowles’ furnaces in operation, and calculate production

costs. With capital supplied by their father and other investors (most

notably zinc smelter Frederick William Matthiessen, who became the

company’s president), they built a larger plant in Lockport, New York,

where they could obtain cheap power from Niagara Falls (the local

Brush Electric Light and Power Company had generated the first hydro-

electricity there just a few years earlier).27

The company did well until 1893, when it was shut down by court or-

der in a patent dispute. Although in 1903 the Cowles Company emerged

victorious from the litigation with a hefty financial settlement, ten years

of enforced idleness had done its aluminum business irreparable harm,

and it licensed its patents to the defeated party, the Pittsburgh Reduction

Company, later ALCOA. Meanwhile, a group of investors had organized

the Electro Gas Company to use the Cowles’s technology for the produc-

tion of calcium carbide, the main component of acetylene gas. The appli-

cation was discovered and patented by Thomas L. Willson, who had

worked for a short time at Brush and presumably had there become

familiar with the Cowles’ smelting methods. The Cowles Company

received 12.5 percent of the capital stock of the new firm in exchange

for a license to use its furnace patents. In 1898 Electro Gas was reorga-

nized as Union Carbide.28

Sidney H. Short, another early inventor of electric streetcars, also ran

his company inside the Brush factory. Growing up in Columbus, Ohio,

Short (like Brush) had long been interested in electricity, and he had

amused himself as a child by equipping his parents’ home with burglar

alarms and other electrical devices. While attending Ohio State during

the late 1870s, he patented and sold a transmitter for telephones. Gradu-

ating in 1880, he accepted a professorial position at the University of

Denver, where he taught physics and chemistry and pursued his research

in electrical applications. Within several years he had demonstrated his

‘‘Joseph Henry,’’ a trolley car driven by an electric motor. In his own

words, ‘‘so impressed were the capitalists then interested in my experi-

ments that the Denver Tramway Company was at once organized’’ to

build an electric streetcar in that city. Obtaining a contract for a system

in St. Louis, he secured financial backing from an Ohio investor who

arranged to have the necessary dynamos custom-made at the Brush Elec-
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tric Company. Short then moved to Cleveland to supervise the work and

experiment in the company’s shops. Brush encouraged Short’s efforts

and helped to finance the resulting Short Electric Railway Company,

which operated out of a Brush building (Short 1989, Smith 1955, Dictio-

nary of American Biography, 1928–1936, Moley 1962).

Another fertile source of new technological ideas and companies was

Brush Electric’s workforce. Of course, as a general rule, the employees

of technologically cutting-edge companies are well positioned to start

such ventures; not only are they up on the latest advances, but their

jobs often give them the opportunity to demonstrate their skills and

knowledge to potential backers and customers.29 Brush, however, facili-

tated the transition from employee to inventor-entrepreneur by institut-

ing a training course designed to remedy the company’s acute difficulties

in hiring people with the expertise needed to install and maintain electri-

cal lighting and power systems. The men who took the course gained

familiarity with all aspects of the company’s electrical technology and

also the opportunity to hobnob with the inventors who had gravitated

to its shops.

The career of John C. Lincoln, founder of the Lincoln Electric Com-

pany, provides insight into the connections and opportunities the Brush

training course offered young would-be inventors. The son of an impov-

erished minister, Lincoln developed an interest in electricity during his

high school years and pursued it at Ohio State by taking all of the rele-

vant courses the university offered. He also worked during his spare time

for the company that installed Columbus’s first electric streetcar line.

With the help of a relative, he secured a position at Brush Electric in

1888, enrolling in the training course that Brush had created for his

employees. About a year later, Brush introduced Lincoln to Short, who

promptly hired him to assist in demonstrating and installing his electric

streetcar system. While traveling in Short’s employ, Lincoln obtained his

first patent, an electric brake for streetcars, which he sold for $500 to the

great inventor Elmer Sperry (who was then also working on streetcars at

the Brush facility).

Lincoln returned to Cleveland and to Brush Electric as Short’s superin-

tendent of construction in 1892, but the two men had a falling out when

Short blamed Lincoln for the failure of a component. Shortly thereafter,
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Lincoln joined forces with Samuel K. Elliott and his brothers, W. H. and

Emmett, in an enterprise to manufacture electric motors. This venture

too originated in a Brush connection, for Samuel was a fellow student

in the training course. Lincoln designed a motor that quickly gained a

respected place in the market, and in 1895 the four men organized the

Elliott-Lincoln Electric Company with financial backing from members

of a local family named Crawford. With the economy in depression, the

firm experienced hard times, and Lincoln fought with his associates over

the future direction of the business. Forced out of the company in 1896,

he started his own venture to produce electric motors, the Lincoln Elec-

tric Company. The firm’s initial capital came from his own meager sav-

ings, but Lincoln was able to build up the business rapidly by custom-

designing motors for local firms. By the end of the next decade, Lincoln

had spun off the production of motors to the Lincoln Motor Works

(later Reliance Electric) with capital supplied by the Cleveland industrial-

ist Peter M. Hitchcock (a relative who was an early supporter of Brush

and who had originally gotten Lincoln the job there), and was increas-

ingly devoting his energies to the development of the arc-welding equip-

ment for which the firm would become famous. In the meantime, he

wrote a popular handbook on electricity that sold 40,000 copies, invented

an automobile powered by a variable-speed electric motor that he con-

sidered his greatest invention, and designed generators for electric vehi-

cles that allowed owners to recharge their car’s batteries in their own

garages.30

The spate of mergers and buyouts that followed the formation of Gen-

eral Electric in 1892 also spurred a number of Brush-connected inven-

tors to form independent enterprises. For example, employees of what

had been Brush’s lamp affiliate, the Swan Lamp Manufacturing Com-

pany, formed the Adams-Bagnall Electric Company in 1895 (Covington

1999). Similarly, after selling his streetcar company to General Electric

in 1893, Short almost immediately reentered the business by joining

forces with the Walker Manufacturing Company, a cable and machinery

builder, to develop an electric traction system. By this time, his abilities

as an inventor in this promising new field of technology were so well

appreciated that he was able to mobilize financial support on what seem

to be remarkably favorable terms. For example, in a contract dated July
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1, 1896, he agreed in return for generous compensation and the title of

vice president to work for the company and to assign it the rights to all

of his patents that he then owned and controlled, as well as to inventions

he would patent in the future, in the areas of ‘‘Dynamo electric machin-

ery, Street Railway motors and car equipment, Arclighting machinery,

and Alternating machinery.’’ Although we do not know what salary he

received, his contract specified that he would be paid an additional roy-

alty of ‘‘20 cents per horse power upon all of the electrical apparatus

sold and delivered to customers’’ and that the assignments of his patents

would be revoked if the royalties due were not paid within three months

of the delivery of the apparatus, or if the company failed to sell and de-

liver electrical equipment totaling at least $300,000 in any calendar year.

Most telling was the contract’s ‘‘reversionary clause,’’ which specified

that if Short were to leave the employment of the Walker Company, the

rights to all of his patents would revert back to him. The implication is

that Short’s participation in the company was so desirable that he was

able to find people willing to invest in developing his technology, even

though he had the right to withdraw at any time with all of the assets

he had brought to the firm.31 Indeed, the next year, a group of New

York capitalists who were ‘‘largely interested in street railway and elec-

tric lighting systems in many of the principal cities’’ (they included ex-

Governor Roswell P. Flower, Anthony N. Bradey, James W. Hinkley,

and Perry Belmont, brother of August Belmont) bought a controlling in-

terest in Walker and negotiated with Short and the company’s other offi-

cers for the sale of the firm and its assets to Westinghouse in 1898.32

Short then left for England to help set up a company that would exploit

his traction patents in Europe. When he died suddenly of appendicitis in

London in 1902, he left an estate valued at about $2.5 million (Smith

1955).

By the late 1880s, the Brush factory had become to such an extent the

location of choice for inventors working on electrical projects that tech-

nologically creative people continued to gravitate to the site even after

Brush and his associates sold out to Thomson-Houston. For example,

Walter C. Baker invented his electric automobile there, organizing the

Baker Motor Vehicle Company in 1898 with the assistance of his

father-in-law, Rollin C. White, one of the founders of the White Sewing
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Machine and Cleveland Machine Screw Companies.33 Around the same

time, Elmer Sperry developed his own electric vehicle at the Brush facil-

ity. Sperry had originally been enticed to Cleveland and to Brush by

Washington Lawrence and other major investors associated with Na-

tional Carbon. Collectively known as the Sperry Syndicate, the group

contracted with Sperry in 1890 to develop a prototype for an electric

streetcar, promising that if the prototype proved workable, the syndicate

would either form its own company to build the cars or sell or license

the patents to another company that would. The arrangement was very

early-stage financing. Although Sperry already had some patents in

the area, he had not yet developed a working model. Sperry developed

his streetcar over the next couple of years, and in 1892 the syndicate

arranged to exploit the invention in a joint venture with the Thomson-

Houston Electric Company (which a few months later became General

Electric). The resulting Sperry Electric Railway Company contracted to

pay Sperry a lucrative salary as consultant in addition to a share in the

company’s profits.34

When Sperry got interested in the idea of an electric automobile a few

years later, he again turned to the syndicate for financial help. Their

backing provided the support he needed to develop his vehicle (at Brush),

which was then licensed to the Cleveland Machine Screw Company

(Sperry received stock in the company and the position of electrical engi-

neer). In 1900, the American Bicycle Company bought this business,

along with Sperry’s patents, and the next year assigned Sperry’s electric

storage battery inventions to yet another new company, the National

Battery Company. Sperry helped to get this enterprise up and running

and served for a short time as its general manager (Hughes 1971, Hrit-

sko 1988, Wager 1986).

The Limited Role of Formal Financial Institutions

Completely missing from the foregoing narrative is any role for formal

financial institutions in the founding of the original Brush Electric Com-

pany or the many start-ups and spin-offs that came out of Brush cluster.

The entrepreneurs who organized and promoted these new ventures

secured investment capital largely by relying on personal connections.

These could be familial, as when the father of Eugene and Alfred Cowles
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provided much of the initial capital for the Cowles Electric Smelting

and Aluminum Company; they could result from friendships, as when

George Stockly agreed to support Brush’s initial work in electrical light-

ing; or they could be based on the recommendations of men who had

established their expertise in the community, as when Brush secured

backing for the Linde Air Products Company simply by assuring local

businessmen of the merits of the technology. Association with a hub en-

terprise such as Brush could in and of itself be a means of attracting both

attention and funds. Thus, Bentley and Knight, as well as Short, were

able to use their very visible association with Brush to raise local capital

for their streetcar companies.

The wealthy Clevelanders who bought shares in these new high-tech

enterprises seem to have been motivated by the returns they expected to

earn from owning and holding them rather than the profits they could

reap by selling them off after an initial run-up in price. Although a few

investors cashed out their investments relatively early (as Lawrence did

when he sold off his Brush stock), the practice seems to have been un-

common. A search of Cleveland newspapers reveals, for example, that

from the time of the formation of the Brush Electric Company until the

late 1880s, when the idea of selling or merging the firm was beginning to

be discussed, the only mention of Brush shares available on the market

occurred around the time Lawrence was selling out.35 Before the forma-

tion of the CSE in 1900, the only firms associated with the Brush net-

work for which share prices were quoted in the Cleveland papers were

Brush Electric itself and the Walker Manufacturing Company. Even

after the formation of the exchange, we do not see much trading in the

equities of concerns associated with this hub. The one major exception,

National Carbon, was listed on the exchange from the very beginning,

but by that time it was a consolidation of a large number of previously

competing firms.

This is not to say that formal financial institutions played no role at

all in the financing of these firms. Once enterprises associated with the

hub got off to a good start, they were undoubtedly able to tap into other

sources of finance, particularly trade credit from suppliers but also short-

term commercial loans from banks and other financial intermediaries.

Here the network of financiers, which overlapped with that of inventors,
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was likely to have proved important. Some of the men who invested their

savings in the new enterprises were also officers and directors of banks.

For example, James J. Tracy, one of the original incorporators of Brush

Electric, became vice president of the Society for Savings after a long ca-

reer in various other Cleveland financial institutions.36 Similarly, Myron

T. Herrick, a member of the Sperry Syndicate and one of the initial

investors in National Carbon, was secretary-treasurer and then president

of the Society for Savings, a founder of the Euclid Avenue National

Bank, a director of the American Exchange National Bank, and a

director of the Garfield Savings Bank.37 Some of the inventors and other

businessmen involved in such start-ups and spin-offs also helped to orga-

nize financial institutions during this period—Brush himself was a foun-

der and vice president of the Euclid Avenue National Bank (Eisenman

1967)—and it is likely that they did so because they thought their com-

panies would benefit. But it is important to emphasize the secondary role

of such formal financial institutions. The primary role was played by

local businessmen who hoped to replicate the experience of the investors

who had made so much money from their initial stake in Brush Electric.

Moreover, the information networks that formed around the Brush en-

terprise helped to convince them that they could invest in these cutting-

edge enterprises with some assurance of success.

Beyond Brush

In Cleveland the Brush Electric Company was one of the earliest and

most important examples of an enterprise around which extensive over-

lapping networks of inventors and financiers formed. But it was not the

only such enterprise. In the machine tool sector, for example, the White

Sewing Machine Company played a similar role, assisting complemen-

tary enterprises and spinning off a host of new firms. The founder,

Thomas H. White, had moved his small sewing machine business to

Cleveland in the late 1860s, and in combination with Howard W. White

(his half-brother) and Rollin C. White (no relation) formed what later

became known as the White Sewing Machine Company.38 Once the

firm was well established, White began to encourage vertically related

ventures. For example, he convinced the fledging precision machine tool

firm of Warner and Swasey to move from Chicago to Cleveland. White
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helped the two partners to find a suitable location for their shop, fed

them information about potential customers, and assured them that ‘‘if

anyone undertakes to squeeze you, let me know, and I will see that they

don’t.’’ He also stepped forward when they needed a respected business-

man to guarantee a contract.39 White played an even more important

role in the success of Theodor Kundtz’s furniture company, providing

financial backing as well as buying the major part of his output. At that

time, sewing machine furniture consisted of little more than tables on

which the machines were bolted. With White’s support, Kundtz inno-

vated by designing and patenting convertible tables that, when not in

use for sewing, closed up to become attractive pieces of furniture.40

Like many other enterprises using machine tool technology, the White

Sewing Machine Company made a number of products over the years

besides sewing machines, including kerosene street lamps, roller skates,

phonographs, bicycles, and precision tools. In 1890 the Whites spun off

their machine tool business as a separate concern, the Cleveland Ma-

chine Screw Company, headed by Rollin C. White. This firm also diver-

sified its output (Rose 1950). Thomas White’s son, Rollin H. White, was

a gifted inventor who had double-majored in mechanical and electrical

engineering at Cornell. Rollin and his brother Windsor (who also had

engineering training) developed a type of safety bicycle while working in

the Screw Company’s employ. The company had acquired a local bicycle

stamping concern, the A. L. Moore Company, and it produced the

bicycles until it sold off this part of its business to the American Bicycle

consolidation in 1898.41 In the late 1890s, the company also moved into

automobiles when Elmer Sperry arranged for it to produce the electric

car he had designed at Brush, assigning Cleveland Machine Screw his

patents in exchange for shares of its stock and agreeing to assume the po-

sition of electrical engineer. This business, along with Sperry’s patents,

was sold to American Bicycle in 1900 (Hughes 1971, Hritsko 1988,

Wager 1986).

Around the same time, Walter C. Baker founded his own company to

produce the electric vehicles he had designed in a Brush shop. Financial

backing for the company came from his father-in-law, Rollin C. White,

president of Cleveland Machine Screw Company. Baker’s father, George

W. Baker, had been an inventor and long-time employee of the White
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Sewing Machine Company. Walter attended the Case School of Applied

Science and after a brief stint as a civil engineer returned to work at

the Screw Company. There he invented a revolutionary antifriction ball

bearing that could be used for bicycles, carriages, and automobiles, and

with the assistance of his father-in-law and several other men, he orga-

nized the American Ball Bearing Company in 1895, the same year he

received his patent.42

When Thomas White’s son, Rollin H., developed a new kind of flash

boiler for steam vehicles in 1899, the White Sewing Machine Company

added the production of automobiles to its already diversified product

line. The vehicles proved so successful that the Whites spun off produc-

tion into a separate automobile concern, the White Company, in 1906.43

Bowing to trends in popular demand, in 1909 the company began pro-

ducing gasoline vehicles, the main components of which were designed

by other companies, and began to phase out the production of steam

cars in 1911. Forced to spend more of his time simply managing pro-

duction, Rollin had comparatively little outlet for his creativity and

was stimulated by a visit to a Hawaiian plantation owned by another

brother, Clarence, to turn his energies toward designing agricultural

equipment. He invented the first crawler-type tractor and, with Clarence’s

help, founded the Cleveland Motor Plow Company in 1916 (later

renamed the Cleveland Tractor Company and shortened to Cletrac).

Once Cletrac’s success was ensured, he founded another car company,

the RollinMotor Company, in 1923. That venture lasted only a few years,

though the cars it produced embodied notable technological advances.44

By the time the White Company was organized, the formal financial

institutions that Cleveland’s industrialists had helped to create were

more accessible to new high-tech start-ups and spin-offs. Hence the

Whites’ automobile venture was listed on the CSE in 1912, just six years

after its formation. Nonetheless, the role played by such institutions in

the creation and promotion of new firms was still relatively minor. As

in the case of the firms associated with the Brush hub, early investment

still came primarily through local informal channels. Family and friends

played a prominent role, as did upstream or downstream enterprises that

had special reasons to encourage the development of complementary
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businesses. Other significant amounts came from businesspeople in the

local community who were eager to follow the example of those who

had gotten rich from investing in cutting-edge technologies. Here the net-

works that formed around firms like White played a critical role. Because

they were collecting points for technological expertise, they served an

important vetting function. Inventors seeking validation for their ideas

gravitated to these hubs. So did businesspeople in search of profitable

investments.

Quantitative Patterns in Cleveland and Beyond

In order to provide a more systematic picture of the ways in which

Cleveland inventors financed the creation and exploitation of new tech-

nological knowledge, we collected data from the Annual Reports of the

Commissioner of Patents on patents awarded to the city’s inventors over

three three-year periods: 1884, 1885, and 1886; 1898, 1900, and 1902;

and 1910, 1911, and 1912. Focusing our attention on the most produc-

tive of the patentees, we selected from the full set of Cleveland inventors

those who patented a minimum number of patents during each set of

years. We then tracked these productive inventors through city direc-

tories and other sources to learn their occupations. We collected all of

their patents for specific sets of years,45 categorizing them according to

whether they were assigned at issue and to whom. Assignments to

companies were classified in the following way. We first checked to see

whether the assignee was a company in which the patentee was an officer

or proprietor. If not, we classified as ‘‘national companies’’ all assignees

for which financial information was reported in the Commercial and

Financial Chronicle or in Poor’s or Moody’s Manual of Industrial Secu-

rities (indicating that the company was important enough to tap the na-

tional capital markets), that had the word National in the name of the

firm, or that were listed in an early-1920s National Research Council

directory of companies with research laboratories. The remaining com-

panies were divided into two groups: other ‘‘local companies,’’ if the

firm was located in Cleveland (or elsewhere in Cuyahoga County), and

‘‘other companies’’ for the rest.
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As we have shown, once key enterprises like the Brush Electric Com-

pany or White Sewing Machine proved successful, they attracted inven-

tors and investors in a fertile mix that led to the formation of additional

enterprises. One would expect, therefore, that once the resulting technol-

ogy boom got under way, it would have been easier for talented inven-

tors to obtain the financial backing they needed to exploit their ideas

commercially and continue their inventive activities. The data on assign-

ments at issue in table 1.2 are consistent with this expectation. By the

turn of the century, productive Cleveland patentees were assigning more

than 50 percent of their patents at issue. Moreover, a third of the patents

they assigned went to firms in which they were principals. The propor-

tions for 1910–1912 were slightly higher, suggesting that the technology

boom was continuing apace, at least through the pre–World War I

period.

The table also suggests, however, that an increasing proportion of the

patents granted to productive Cleveland inventors were being assigned to

other kinds of firms, particularly to the large-scale enterprises that were

rising to national prominence during this period. We can gain insight

into how the inventors who assigned their patents to large national firms

may have differed from those who assigned to companies in which they

were principals by breaking the patentees down according to the total

number of patents they obtained in the sample years and whether they

were officers or proprietors of firms.46 As Tables 1.3A and 1.3B show,

the two groups of inventors were quite distinct. Patentees who were

principals were unlikely to assign their patents to large national firms,

whereas the overwhelming majority of patents assigned to such firms

(over 90 percent for the 1898–1902 sample) came from inventors with

more than fifteen patents who were not principals in firms.47 This last

group of patentees differed from other similarly productive inventors in

another striking way as well. Those who were not principals assigned

a much larger proportion of their patents at issue. If we focus our atten-

tion only on patentees from the 1898–1902 group who obtained more

than fifteen patents in the years sampled, those who were not principals

assigned fully three-quarters of their patents at issue, whereas the figure

for principals was less than 40 percent. In other words, members of the

62 Naomi R. Lamoreaux, Margaret Levenstein, and Kenneth L. Sokoloff



www.manaraa.com

Table 1.2
Distribution of Cleveland patents by assignee type

Type of assignee, if any
1884–1886
sample

1898–1902
sample

1910–1912
sample

Not assigned at issue

Number 306 395 271

Percent (77.7) (47.1) (44.8)

Assigned to individual

Number 33 30 27.5

Percent (8.4) (3.6) (4.5)

Assigned to company where
patentee is principal

Number 6 148 118.5

Percent (1.5) (17.6) (19.6)

Assigned to national company

Number 5 95 121

Percent (1.3) (11.3) (20.0)

Assigned to local company

Number 25 77 58

Percent (6.3) (9.2) (9.6)

Assigned to other company

Number 19 90 10

Percent (4.8) (10.7) (1.7)

Total number of patents 394 839 606

Notes and sources: The 1884–1886 sample (42 patentees) comprises inventors
who were Cleveland residents and received three or more patents during 1884,
1885, and 1886 (except for John Walker whose name was too common for us
to make precise matches). It includes the patents they were awarded in those
years, as well as in 1881, 1882, 1888, and 1889. The 1898–1902 sample (36
patentees) consists of inventors who were Cleveland residents, obtained a patent
in 1900, and had a total of at least three patents in 1898, 1900, 1902, plus sev-
eral inventors resident in Cleveland and prominent enough to be profiled in the
Dictionary of American Biography. The patent record for this sample consists
of all patents the inventors were awarded in 1892 through 1912, except for the
years 1895, 1901, and 1904. The 1910–1912 sample (107 patentees) consists of
inventors resident in Cleveland who received a patent in 1912 and at least three
patents during 1910, 1911, and 1912. The patent record for this sample consists
of their total patents for these three years.
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Table 1.3
Distribution of patents by assignee type, patentee productivity, and relationship
to assignee

Category of patentee

15 or
fewer
patents
and
principal

15 or
fewer
patents
and not a
principal

More
than 15
patents
and
principal

More
than 15
patents
and not a
principal Total

A. 1884–1886 Cleveland sample a

Number of patentees 14 21 5 2 42

Type of assignee

Not assigned

Number 76 87 131 12 306

Percent (90.5) (63.0) (97.0) (32.4) (77.2)

Assigned to individual

Number 4 26 0 3 35

Percent (4.8) (18.8) (0.0) (8.1) (8.8)

Assigned to company
where patentee is
principal

Number 3 0 3 0 6

Percent (3.6) (0.0) (2.2) (0.0) (1.5)

Assigned to national
company

Number 1 4 0 0 5

Percent (1.2) (2.9) (0.0) (0.0) (1.3)

Assigned to local
company

Number 0 18 1 6 25

Percent (0.0) (13.0) (0.7) (16.2) (6.3)

Assigned to other
company

Number 0 3 0 16 19

Percent (0.0) (2.2) (0.0) (43.2) (4.8)

Total number of
patents

84 138 135 37 394

Percentage of total
patents in sample

(21.3) (35.0) (34.3) (9.4) (100.0)
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Table 1.3
(continued)

Category of patentee

1–5
patents

6–15
patents

More
than 15
patents
and
principal

More
than 15
patents
and not a
principal Total

B. 1898–1902 Cleveland sampleb

Number of patentees
and number who are
principals

6
patentees,
1
principal

9
patentees,
5
principals

13
patentees,
all
principals

7
patentees,
no
principals

35
patentees,
19
principals

Type of assignee

Not assigned

Number 9 41 269 76 395

Percent (60.0) (49.4) (61.1) (25.3) (47.1)

Assigned to individual

Number 2 6 14 8 30

Percent (13.3) (7.2) (3.2) (2.7) (3.6)

Assigned to company
where patentee is
principal

Number 0 21 119 11 151

Percent (0.0) (25.3) (27.0) (3.7) (18.0)

Assigned to national
company

Number 0 0 9 86 95

Percent (0.0) (0.0) (2.0) (28.7) (11.3)

Assigned to local
company

Number 4 14 27 34 79

Percent (26.7) (16.9) (6.1) (11.3) (9.4)

Assigned to other
company

Number 0 1 2 85 88

Percent (0.0) (1.2) (0.5) (28.3) (10.5)

Total number of
patents

15 83 440 300 838

Percentage of total
patents in sample

(1.8) (9.9) (52.5) (35.8) (100.0)
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latter group seem (like Sidney Short) to have been able to retain a strik-

ing degree of independence from the investors who financed their firms.

The same pattern of increasing assignments to firms in which the pat-

entee was a principal and to large national companies is apparent in a

nationwide sample of more than five hundred patentees whose surnames

began with the letter B.48 The sample was generated by first drawing

three random cross-sectional samples from the lists of patents reported

in the Annual Reports of the Commissioner of Patents for the years

1870–1871, 1890–1891, and 1910–1911, and then, for those patentees

whose last names began with B, collecting data on all the patents they

received during the twenty-five years before and after they appeared in

our samples, including information on whether and to whom the patents

were assigned at issue. Table 1.4 divides the inventors into three sub-

samples (according to the cross-section from which they were originally

drawn) and also by the number of patents they obtained over their

careers. It then categorizes each of their patents according to whether it

was assigned at issue, and if it was, whether the assignment was in whole

or part to an individual or to a company. Assignments to companies

were classified in the same way as for the Cleveland sample, with the

exception of the category for assignments to companies in which the pat-

entee was a principal. Because we had less personal information about

the patentees in the national sample, we restricted this category to com-

panies that bore the patentee’s surname.

Perhaps the most striking feature of the estimates presented in table

1.4 is the widening contrast between the assignment behavior of the

Table 1.3
(continued)

aMany patents are credited to John Walker during the years 1884, 1885, and
1886. Because John Walker was a common name, however, and a number of dif-
ferent individuals with that name appear in the Cleveland city directories, we
were not able to reliably identify which individuals received the various patents.
Hence we excluded the patents credited to Walker in computing the estimates in
this table.
bThe small number of assignments made by patentees classified as nonprincipals
to firms in which the patentee was a principal involve cases where the patentee’s
status as principal was brief.
Source: See table 1.2.
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Table 1.4
Distribution of patents by assignee type, patentee subsample, and number of
career patents

Categories of patentees by career patents

Type of assignee

1–2
patents
(col. %)

3–5
patents
(col. %)

6–9
patents
(col. %)

10 or more
patents
(col. %)

Not assigned

1870–1871 subsample 82.4 88.6 87.7 75.3

1890–1891 subsample 72.9 70.5 60.6 45.6

1910–1911 subsample 85.0 78.1 57.5 39.3

Assigned to individual

1870–1871 subsample 13.2 8.6 6.6 14.3

1890–1891 subsample 12.9 20.1 19.2 13.5

1910–1911 subsample 9.0 9.7 7.5 6.0

Assigned to company
with same name

1870–1871 subsample 0.0 0.0 0.0 1.7

1890–1891 subsample 0.0 1.6 3.7 6.1

1910–1911 subsample 0.0 0.0 5.8 24.6

Assigned to national
company

1870–1871 subsample 0.0 0.0 0.8 1.2

1890–1891 subsample 1.4 0.0 0.5 9.9

1910–1911 subsample 0.0 1.9 0.0 14.8

Assigned to other local
company

1870–1871 subsample 1.5 0.7 2.5 4.5

1890–1891 subsample 10.0 3.9 5.3 15.9

1910–1911 subsample 1.5 3.9 15.8 8.4

Assigned to other company

1870–1871 subsample 2.9 2.1 2.5 2.9

1890–1891 subsample 4.3 3.9 10.6 9.0

1910–1911 subsample 3.9 6.5 13.3 7.0

Number of patents

1870–1871 subsample 68 140 122 749

1890–1891 subsample 80 129 188 2,060

1910–1911 subsample 133 155 120 1,777
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most specialized or productive patentees (those with ten or more patents

over their careers) and inventors who obtained only a small number of

patents over the fifty years we followed them. By the 1910–1911 sub-

sample, the specialized inventors were assigning more than 60 percent

of their patents at issue, while inventors with five or fewer career patents

were assigning only about a fifth. The identities of the assignees to whom

these two groups of inventors transferred their patents also diverged in-

creasingly over time. Whereas inventors with five or fewer patents con-

tinued to assign mainly to individuals, often maintaining shares of the

patents themselves, inventors with ten or more patents were overwhelm-

ingly assigning their patents to companies. Moreover, by the third sub-

sample, 24.4 percent of the patent assignments made by this group of

productive inventors went to large, integrated companies and 40.5 per-

cent to firms that bore the name of the patentee. Indeed, virtually all of

the patents assigned to large integrated companies came from inventors

with ten or more career patents, and the share of this productive group

in patents assigned to companies that bore the same name as the inven-

tor was almost as high.

Table 1.4
(continued)

Source: The table is based on a longitudinal data set constructed by selecting all
of the inventors whose family names began with the letter B from three random
cross-sectional samples drawn from the Annual Reports of the Commissioner of
Patents for the years 1870–1871, 1890–1891, and 1910–1911. We then col-
lected from the Annual Reports all of the patents received by these inventors dur-
ing the twenty-five years before and after they appeared in the samples, including
information on whether and to whom the patents were assigned at issue. Compa-
nies to which the patentees assigned their inventions were classified as follows.
We first checked to see whether the assignee was a company with the same
name as the patentee. If not, we classified as ‘‘large integrated companies’’ all
assignees for which financial information was reported in the Commercial and
Financial Chronicle or in Poor’s or Moody’s Manual of Industrial Securities
(indicating that the company was important enough to tap the national capital
markets) or, alternatively, that were listed in an early 1920s National Research
Council directory of companies with research laboratories. The remaining com-
panies were divided into two groups: ‘‘other local companies,’’ if the assignee
was located in the same city as the patentee, and ‘‘other companies’’ for all the
rest.
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As table 1.5 shows, these patterns had a pronounced regional charac-

ter. Inventors, especially highly productive ones, in the Midwest (East

North Central states) were disproportionately likely to assign their pa-

tents at issue to companies that bore their names: 56.7 percent of their

assignments went to such firms and only 7.4 percent to large, integrated

enterprises.49 The pattern in the Middle Atlantic was just the opposite,

with 36.2 percent of assignments going to the large national firms and

only 4.4 percent to companies that shared the name of the inventor.

New England was an intermediate case, with 35.4 percent of assign-

ments going to the larger enterprises and an equivalent number to firms

with the same name as the inventor. Although regional differences in in-

dustrial composition might in principle account for these disparities, the

same qualitative pattern holds when we control for the sectoral classifi-

cation of the patents.50

The national data show more clearly than the Cleveland samples

that the increased tendency to assign to large firms and to firms in which

the inventor was likely to be a principal represented a significant break

in trend. As Lamoreaux and Sokoloff have shown in previous work

(1999a, 1999b, 2005, forthcoming), during the middle decades of the

nineteenth century, trade in patent rights boomed, and productive inven-

tors responded by specializing in the generation of new technological

ideas, extracting their returns by selling off the patent rights to individu-

als or firms better positioned to exploit them commercially. As a result,

they exhibited a high degree of contractual mobility, assigning their pa-

tents to many different parties over the course of their careers. By the

turn of the century, however, ongoing technological change had raised

the amount of capital required for technological discovery, and inventors

found it increasingly difficult to maintain such a high degree of indepen-

dence. As table 1.6 indicates, after rising between the subsamples of

1870–1871 and 1890–1891, the proportion of patentees who assigned

their patents at issue to four or more distinct assignees over their careers

decreased between the 1890–1891 and 1910–1911 groups. The fall was

greatest in the Middle Atlantic, where the proportion of assignments

going to large, national enterprises was highest. Intriguingly, contractual

mobility actually increased in the Midwest, where inventors were most

likely to assign their patents to firms that bore their names. As we have
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Table 1.5
Distribution of patents by assignee type, subsample, and region

Type of assignee

New
England
(col. %)

Middle
Atlantic
(col. %)

East North
Central
(col. %)

Not assigned

1870–1871 subsample 76.1 75.6 83.0

1890–1891 subsample 24.7 58.1 51.3

1910–1911 subsample 35.0 38.1 44.6

Assigned to individual

1870–1871 subsample 14.3 13.8 10.6

1890–1891 subsample 11.6 9.8 23.1

1910–1911 subsample 8.9 5.2 5.2

Assigned to company with same name

1870–1871 subsample 0.6 2.3 0.5

1890–1891 subsample 3.4 5.0 6.8

1910–1911 subsample 23.0 2.7 31.4

Assigned to national company

1870–1871 subsample 0.0 0.0 0.0

1890–1891 subsample 15.5 9.4 3.8

1910–1911 subsample 23.0 22.1 4.1

Assigned to other local company

1870–1871 subsample 7.5 3.9 1.0

1890–1891 subsample 30.8 9.5 10.6

1910–1911 subsample 3.7 8.2 8.4

Assigned to other company

1870–1871 subsample 1.6 4.4 0.0

1890–1891 subsample 14.1 8.2 4.4

1910–1911 subsample 6.5 23.8 6.4

Number of patents

1870–1871 subsample 322 434 218

1890–1891 subsample 555 947 707

1910–1911 subsample 383 601 1,050

Notes and sources: See table 1.4.
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already seen for Cleveland patentees, inventors who were able to attract

investment in enterprises formed to exploit their inventions seem to have

been able to maintain a greater degree of independence than other pat-

entees in that they continued to control after issue a higher proportion

of the patents they obtained.

As might be expected, inventors found it easier to obtain financial

backing for new enterprises if they could demonstrate early in their

careers that they had the ‘‘right stuff’’—that is, the ability to generate

Table 1.6
Change over subsamples in patentees’ contractual mobility, by region

Number of different
assignees

New
England
(col. %)

Middle
Atlantic
(col. %)

East
North
Central
(col. %)

Other
U.S.
(col. %) n

No assignees

1870–1871 subsample 51.2 64.8 60.5 57.1 87

1890–1891 subsample 25.7 42.4 36.7 41.7 69

1910–1911 subsample 34.8 48.4 55.0 60.4 111

One assignee

1870–1871 subsample 39.0 18.5 26.3 14.3 38

1890–1891 subsample 28.6 12.1 38.3 33.3 49

1910–1911 subsample 17.4 29.0 13.8 27.1 46

Two to three different assignees

1870–1871 subsample 2.4 9.3 5.3 21.4 11

1890–1891 subsample 25.7 25.8 16.7 12.5 39

1910–1911 subsample 34.8 12.9 18.8 10.4 36

Four or more different assignees

1870–1871 subsample 7.3 7.4 7.9 7.1 11

1890–1891 subsample 20.0 19.7 8.3 12.5 28

1910–1911 subsample 13.0 9.7 12.5 2.1 20

Number of patentees

1870–1871 subsample 41 54 38 14 147

1890–1891 subsample 35 66 60 24 185

1910–1911 subsample 23 62 80 48 213

Note: Each patentee is represented in the table by one patent that was randomly
selected from his list of career patents.
Source: See table 1.4.
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economically valuable ideas. In table 1.7 we look at how the patenting

and assignment behavior of inventors with ten or more patents evolved

over their careers, using the date of the earliest patent to mark the begin-

ning of each inventor’s career.51 Evidence that it was becoming more dif-

ficult for patentees to establish themselves and secure sufficient capital to

support their inventive activity is provided by the dramatic change that

occurred over time in the proportion of patents obtained at different

stages of their careers. For specialized inventors in the 1870–1871 sub-

sample, the patents were spread fairly evenly over time, with about a

third obtained in the early stage of their careers, a third in the intermedi-

ate stage, and a third later on. By contrast, productive members of the

1910–1911 subsample obtained only about 15 percent of their patents

in the first stage of their careers and more than 55 percent in the last.52

Indeed, what is most striking about the evidence in the table is the dis-

proportionate extent to which assignments to companies bearing the

name of the inventor occurred in the later phase of the patentees’ careers.

For the last (1910–1911) subsample, only 1.3 percent of the patents

obtained by inventors in the first five years of their careers went to com-

panies that bore the name of the patentee. During the next ten years of

their careers, the figure increased to 17.1 percent and, after fifteen years

had elapsed, to 35.4 percent. The pattern was similar for assignments to

large, integrated companies, though there is evidence that inventors who

obtained credentials in the form of college degrees in science or engineer-

ing were able to secure this kind of employment earlier in their careers

(Lamoreaux and Sokoloff 2005).

The findings on patenting trends in the nation as a whole shed addi-

tional light on the important role played by firms like the Brush Electric

Company. In an environment in which it was increasingly difficult for

inventors to raise the capital they needed to pursue new discoveries,

such hub enterprises made it possible for those with promising ideas to

stand out from the crowd and attract the financial backing they needed

to carry out their inventive activity. The networks of inventors that

formed around such firms not only performed an important vetting func-

tion for capitalists, they also made it possible for talented inventors to es-

tablish their credentials. It is no wonder that so many technologically

creative individuals gravitated to such facilities.
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Table 1.7
Distribution of patents by assignee type and stage of career

Type of assignee

5 years or
less since
first patent
(col. %)

More than
5 years and
15 years or
less since
first patent
(col. %)

More
than
15 years
since first
patent
(col. %)

Not assigned

1870–1871 subsample 81.9 75.3 68.9

1890–1891 subsample 62.0 52.7 36.6

1910–1911 subsample 45.6 50.3 32.1

Assigned to individual

1870–1871 subsample 10.3 18.1 14.4

1890–1891 subsample 16.1 16.5 11.0

1910–1911 subsample 14.1 7.1 2.8

Assigned to company with same name

1870–1871 subsample 0.4 0.0 4.8

1890–1891 subsample 2.2 4.2 8.4

1910–1911 subsample 1.3 17.1 35.4

Assigned to national company

1870–1871 subsample 0.0 0.0 0.0

1890–1891 subsample 7.1 6.3 12.9

1910–1911 subsample 12.1 7.3 19.2

Assigned to other local company

1870–1871 subsample 6.6 3.1 7.6

1890–1891 subsample 8.4 15.1 18.6

1910–1911 subsample 17.1 11.7 4.1

Assigned to other company

1870–1871 subsample 0.8 3.5 4.4

1890–1891 subsample 4.3 5.4 12.6

1910–1911 subsample 9.8 6.5 6.3

Number of patents

1870–1871 subsample 243 255 251

1890–1891 subsample 323 651 1,086

1910–1911 subsample 305 479 993

Note: Only patents awarded to patentees with ten or more career patents are
included in this table.
Source: See table 1.4.
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Conclusion

By the turn of the century, inventors were finding it increasingly neces-

sary to form long-term attachments with firms in order to continue their

inventive activity. The conventional story is that they responded to the

difficulties they faced in maintaining their independence by moving into

employment positions in the R&D facilities that large-scale enterprises

were beginning to build. Our data suggest that the conventional story

may indeed be correct for inventors in the northeastern region of the

country, especially the Middle Atlantic states, but that in the Midwest,

the prevailing pattern was for inventors to become principals in com-

panies formed to exploit their inventions. Why this regional pattern

developed is beyond the scope of this chapter to explain. One obvious

hypothesis is that the well-developed financial markets of the Northeast

efficiently funneled the bulk of that region’s savings into the large-scale

enterprises increasingly headquartered there. The midwestern economy,

however, was not yet fully integrated into national financial system

(Davis 1965). It may well be that capital markets in this region, because

they were more confined to local investment projects, offered greater

opportunities to entrepreneurs seeking funds for start-ups to exploit

new technologies. It may also be that boosters committed to building up

their local economy (and their own enterprises in the process) helped to

create an environment that encouraged wealthy midwesterners to invest

locally.

Regardless, the main contribution of our study is to detail the channels

through which these local pools of capital flowed into the large numbers

of high-tech enterprises formed in cities like Cleveland during the late

nineteenth and early twentieth centuries. We find that formal financial

institutions played a supporting or secondary role—that venture capital

was mainly mobilized more informally. We are able to go further, more-

over, and show how such informal finance worked in actual practice. We

thus highlight the dual role played by hub enterprises such as the Brush

Electric Company. On the one hand, the money they made for their

backers had an important demonstration effect, enticing local savers to

risk their money in cutting-edge enterprises so that they would not miss

out on such rich opportunities again. On the other hand, successful
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enterprises like Brush also had an information effect. They became gath-

ering places for talented inventors, who not only stimulated each other’s

technological creativity but also served a useful vetting function for

investors. The buzz they generated about which new technologies were

most likely to work conveyed an enormous amount of useful informa-

tion to the financiers who plugged into these networks. In the process,

Brush and other similar enterprises sparked a technology boom in

Cleveland that helped to propel it from a medium-size city specializing

in resource handling and processing to one of the largest and most pros-

perous industrial cities in the nation.
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1. A good example is Alexander E. Brown, son of Fayette Brown, a prominent
Cleveland merchant banker, iron dealer, and manufacturer. Born in 1852,
Alexander attended Brooklyn Polytechnical Institute in the early 1870s and then
took a job from 1873 to 1874 as chief engineer with the Massillon (Ohio) Bridge
Company. While in the company’s employ, he invented a method of using scrap
iron and steel to build bridge columns. Returning to Cleveland, he attempted to
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pursue a career as an inventor, but found himself strapped for funds. As he com-
plained to his older brother Harvey H. Brown in 1880, ‘‘I have spent so much
time and money on this case, in what was necessary, but which . . . is only a loss
or expense to me.’’ He begged Harvey, an iron ore dealer, to help him defray the
cost of obtaining the patent and also of acquiring the Canadian rights, promising
him in exchange a quarter interest in the patent. As he explained, ‘‘I have my
Electric Lamp patents to get yet, and they will cost like ‘sin’ for I will have to
get English and other patents for them.’’ Apparently family members were not
convinced of the value of the inventions and were not willing to provide much
support for Alexander’s endeavors in electrical lighting. His invention of a hoist-
ing machine was another story, however. His father, himself an accomplished
inventor, recognized its potential and stepped in to organize the Brown Hoisting
& Conveying Machine Company with a capital stock of $100,000. Letter from
Alexander E. Brown to Harvey H. Brown, July 30, 1880, Container 1, Folder 1,
Harvey Huntington Brown Papers, 1848–1923, Mss. 3342, Western Reserve
Historical Society Manuscript Collections; ‘‘Brown, Alexander Ephraim’’ and
‘‘Brown, Fayette,’’ Encyclopedia of Cleveland History; ‘‘Brown, Fayette,’’ Dictio-
nary of American Biography; and Rose (1950).

2. There is an enormous literature on the role of familial and other personal con-
nections (or more generally networks) in finance. The basic idea underpinning
this literature is that people are better able to judge the creditworthiness of those
with whom they are well acquainted or connected than they are strangers. Schol-
ars, however, have not taken the further step that we take here of asking how
those with funds make decisions about whether to commit resources (and how
much to commit) to a friend or relative who is otherwise trustworthy but is set-
ting up a venture at the technological cutting edge.

3. Cleveland was also the home of Standard Oil, and petroleum refining was the
city’s third largest manufacturing industry in 1890. As crude oil production
shifted to other regions, however, the city’s refining capacity declined.

4. ‘‘Banks and Savings and Loans,’’ Encyclopedia of Cleveland History; ‘‘Banks
and Finance: The Solid Institutions of a Prosperous City,’’ Cleveland Plain
Dealer, July 14, 1892, 13.

5. Cleveland Plain Dealer, July 14, 1892, 13.

6. Cleveland Plain Dealer, July 14, 1892, 1, 6; ‘‘Eberhard Manufacturing Com-
pany,’’ ‘‘M. A. Hanna Company,’’ and ‘‘Marcus Alonzo Hanna,’’ Encyclopedia
of Cleveland History; Croly (1965).

7. ‘‘Our Prominent Men: Leading Spirits of the Younger Financial Institutions,’’
Cleveland Plain Dealer, March 22, 1887, 1. See also July 7, 1892, 13.

8. Minutes of the Board of Directors of the Cleveland Trust Company, 1903–
1906, Folder 125, Container 12, Ameritrust Corporation Records, Ms. No.
4750, Western Reserve Historical Society Manuscript Collections.

9. Cleveland Stock Exchange Handbook, 1903; Minutes of the Detroit Street
Savings & Loan, 1895–1901, Folder 1, Container 1, Ameritrust Corporation
Records.
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10. For example, in May 1904, Cleveland Trust underwrote $15,000 in bonds
for the Addresso Printograph Company and $10,000 in bonds for the Brilliant
Electric Company. In March 1905, it underwrote $30,000 in bonds for the Whit-
ing Electric Company. Cleveland Trust regularly underwrote much larger bond
issues for more established local enterprises, however. For example, for the Well-
man-Seaver-Morgan Company, it underwrote $800,000 in bonds in June 1903,
$400,000 in October 1903, and $1.1 million in October 1905. Reports of the
Cleveland Trust Company’s Trust Department, 1903–1906, Folder 125, Con-
tainer 12, Ameritrust Corporation Records.

We have found one example of an institution (the Fairmount Savings Bank)
accepting shares of new firms as collateral for loans to individuals. Of the nearly
150 loans approved by the savings bank from July 1903 to November 1904, ap-
proximately 20 percent were backed by equities. Of these, about 50 percent were
issued by small manufacturing enterprises. Journal of the Finance Committee of
the Fairmount Savings Bank (1903), Folder 12, Ameritrust Corporation Records.

11. Cleveland Plain Dealer, October 5, 1900, 5.

12. Cleveland Stock Exchange Handbook, 1914. Daily trades on the exchange
were reported once a week in the Cleveland journal Finance.

13. A more expensive method was to hire a patent lawyer to investigate the mer-
its of new technologies offered for sale. See Lamoreaux and Sokoloff (2003).

14. Stockly (1901); letter from W. S. Culver to W. D. Stockley, April 24, 1928,
Box 4, Folder 5, Charles F. Brush Collection, Kelvin Smith Library, Case Western
Reserve University; Kennedy (1885); Orth (1990); Rose (1950); Cooper and
Schmitz (1993); ‘‘Leggett, Mortimer Dormer,’’ and ‘‘Tracy, James Jared, Sr.,’’
Encyclopedia of Cleveland History.

15. Another inventor who worked on electrical devices at the shop was
Alexander E. Brown, whose hoisting machine invention revolutionized the han-
dling of cargo on the Great Lakes. Rose (1950).

16. Typescript of address by Charles F. Brush to the Franklin Institute, April 18,
1929, Box 9, Folder 11, Charles F. Brush Collection; Stockly (1901); Kennedy
(1885); Brush (1905); Gorman (1961); Eisenman (1967); and ‘‘Brush, Charles
Francis,’’ ‘‘The Brush Electric Co.,’’ and ‘‘Electrical and Electronics Industries,’’
Encyclopedia of Cleveland History. See also the following documents: ‘‘Agree-
ment between Charles F. Brush and Telegraph Supply Company,’’ June 7, 1876,
‘‘Agreement between Charles F. Brush and Telegraph Supply Company,’’ March
24, 1877, and ‘‘Memorandum of Agreement between Telegraph Supply Com-
pany and Charles F. Brush,’’ March 24, 1877, all in Box 21, Folder 12, Charles
F. Brush Collection.

Intriguingly, other boyhood friendships did not have similar benefits. For ex-
ample, Brush lived during his high school years at the same boarding house as
John D. Rockefeller, who despite his great wealth does not seem to have been a
supporter of technological innovation. (In 1898 Elmer Sperry took Rockefeller
for a ride in the electric automobile he had recently invented. Rockefeller refused
to take over the controls and advised Sperry afterward to move on to other
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things.) Later, however, Brush would join Frank Rockefeller in a real estate ven-
ture. Eisenman (1967); Hughes (1971).

17. Brush (1905); Gorman (1961); Cox (1951). Subsequent negotiations be-
tween Brush and the company suggest that only half of the authorized capital
was ever paid in. Brush himself did not take stock in the company until a number
of years later. Instead, he agreed to assign all of his existing and future lighting
system patents to the enterprise in exchange for royalties. See ‘‘Memorandum of
Supplementary Agreement between Brush and the Brush Electric Co. (formerly
Telegraph Supply),’’ September 1, 1880, and ‘‘Agreement between Brush and
the Brush Electric Company,’’ July 27, 1886, Box 21, Folder 12, Charles F.
Brush Collection.

18. As part of the deal, Brush Electric’s capital stock was reduced from $3 mil-
lion to $1.5 million fully paid-in shares. The company then issued an additional
$0.5 million in stock for Brush. In addition, the company promised that before
making any dividends, it would pay Brush ‘‘an amount not less than one fourth
part of the whole sum proposed to be divided, . . . such payments to continue until
[the company’s] indebtedness shall be fully paid.’’ ‘‘Agreement between Brush
and the Brush Electric Company,’’ July 27, 1886, Box 21, Folder 12, Charles F.
Brush Collection. The royalty statements are in Box 15. Brush also sold his Brit-
ish and other foreign patents to the Brush Electric Light Corporation, Limited, in
England for a ‘‘very large price.’’ According to a report published in Scientific
American (April 2, 1881, 211), ‘‘The sums paid for these foreign patents
are . . . greater than have ever been paid for any other foreign patents obtained
by an American.’’

19. New York Times, January 21, 1890, 1; Eisenman (1967); Rose (1950).

20. See, for example, the testimony of Edward M. Bentley, a pioneer inventor of
electric street railways: ‘‘My experience and observation has been that all electri-
cal inventions since 1876 have excited unusual public interest and since Siemen’s
road in 1879 I think electric railways have had their full share of public interest
in electrical matters. . . .We had no particular difficulty [in interesting capitalists].
The men we most wanted were readily secured’’ (5). ‘‘Testimony Taken in Behalf
of Walter H. Knight,’’ Rudolph M. Hunter v. Walter H. Knight, Case 10,553,
Interference Case Files, 1836–1905, Records of the Patent Office, Record Group
241, National Archives II.

21. New York Times, April 27, 1881, 12.

22. ‘‘Lawrence, Washington H.’’ and ‘‘National Carbon,’’ Encyclopedia of
Cleveland History; Orth (1910).

23. See the following letters from Charles F. Brush: to Fred W. Wolf, February
15, 1907, Cecil Lightfoot, February 25, 1907, Carl Linde, February 25, 1907,
and Carl Linde, August 5, 1907, Box 3, Folder 1, Charles F. Brush Collection.

24. See Wall Street Journal, February 15, 1917, 6, and October 3, 1917, 2; R. G.
Dun & Company, Mercantile Agency Reference Book: Ohio (1910); Eisenman
(1967).
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25. This is another example of an ultimately unsuccessful venture that made a
lot of money for its investors. The firm, which was organized in New York, was
initially capitalized at $1 million, with much of this amount being issued in ex-
change for patents. Other early investors included officers of the Gramme Electric
Company of New York. Brush Electric billed the new company for the equip-
ment its employees built. See the testimony of Edward M. Bentley and Walter
H. Knight in Rudolph M. Hunter v. Walter H. Knight, Interference Case
10,553. See also New York Times, September 9, 1884, 8, September 6, 1888, 8,
September 1, 1889, 2, October 29, 1889, 1, and October 30, 1889, 9; Toman
and Hays (1996); ‘‘Technology and Industrial Research,’’ Encyclopedia of Cleve-
land History; Rose (1950).

26. Testimony of Eugene H. Cowles, Bradley and Crocker v. Cowles and Cow-
les, Case 12,615, Interference Case Files; Biography of Alfred Hutchison Cowles
(1927); Cowles (1958); ‘‘Cowles Electric Smelting Furnace’’ (1886).

27. Matthiessen, who lived in Illinois, was invited by Alfred Cowles to invest in
the firm, which he did after spending time in Cleveland observing the furnace
in operation. Testimony of Frederick William Matthiessen, Lossier v. Willson v.
Cowles & Cowles v. Rogers v. Darling v. Boguski v. Gratzel, Case 14,039, Inter-
ference Case Files. On Brush’s reaction and subsequent use of the aluminum,
see Cowles (1958), and Scientific American, May 15, 1886, 303. The Cowles
brothers may also have gotten financial help from Eugene’s father-in-law, the
wealthy private banker E. B. Hale, before the marriage ended in a spectacularly
messy divorce that made national news in 1890. See New York Times, June 10,
1890, 1, August 31, 1890, 1, December 24, 1890, 6.

28. The contracts licensing to Electro Gas patents owned by Alfred H. Cowles
and the Electric Smelting and Aluminum Company are in the British Alcan col-
lection, UGD 347/21/27/15, Glasgow University Archives. See also Biography of
Alfred Hutchison Cowles (1927) and Cowles (1958).

29. For example, W. H. Bolton, founder of the Boulton Carbon Company (later
National Carbon), was a foreman at Brush before organizing his spin-off enter-
prise in 1881. Funding for the venture was initially supplied by Willis Masters,
son of Irvine U. Masters, owner of a prominent Cleveland shipbuilding firm, but
the big infusion of capital owed to the efforts of Washington Lawrence, who
managed the Brush enterprise during Boulton’s period of employment. ‘‘Masters,
Irvine U.’’ and ‘‘National Carbon,’’ Encyclopedia of Cleveland History; Rose
(1950).

30. Lincoln started his firm with $200 or $250 (the accounts vary) that he
earned from designing a motor for Herbert Dow. When he incorporated the
firm in 1906, however, it was capitalized at $10,000. See Moley (1962); Dawson
(1999); ‘‘Lincoln Electric Co.’’ and ‘‘Reliance Electric Co.,’’ Encyclopedia of
Cleveland History.

31. Unfortunately, we have been unable to locate the employment contract be-
tween Short and the Walker Company. The assignment contract is dated July 1,
1896, but was not recorded at the Patent Office until January 5, 1898. See Liber
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V-56, p. 322, Records of the Patent and Trademark Office, Record Group 241,
National Archives II.

32. New York Times, November 24, 1897, 2, and September 18, 1898, 10;
Moley (1962).

33. ‘‘The Baker Motor Vehicle Company,’’ Men of Ohio; Wager (1986); ‘‘The
Baker Materials Handling Co.,’’ ‘‘Baker, Walter C.,’’ and ‘‘Technology and In-
dustrial Research,’’ Encyclopedia of Cleveland History.

34. Hughes (1971); Cooper and Schmitz (1993); Rose (1950); ‘‘Electrical and
Electronics Industries,’’ Encyclopedia of Cleveland History.

35. Cleveland Plain Dealer, January 3, 1882, 8.

36. ‘‘Tracy, James Jared, Sr.,’’ Encyclopedia of Cleveland History; Orth (1910).

37. ‘‘Herrick, Myron Timothy,’’ Encyclopedia of Cleveland History; ‘‘Ohio
Governors’’ (n.d.).

38. ‘‘Register’’; and White Motor Company, ‘‘Important Milestones in White
Motor History: Chronological Highlights of Present and Predecessor Organi-
zations (1859–1949),’’ Container 4, Folder 39, Thomas H. White Family
Papers Collected by Betty King, Ms. 4725, Western Reserve Historical Society
Manuscript Collections. See also Hritsko (1988); Rose (1950); ‘‘White, Rollin
Charles,’’ and ‘‘White, Thomas H.,’’ Encyclopedia of Cleveland History.

39. See the letters from Thomas H. White to Warner and Swasey dated January
12, 1881, January 28, 1881, May 25, 1881, and June 15, 1881, Box 36, Folder
3; Ambrose Swasey, ‘‘Address,’’ May 19, 1920, Box 17, Folder 2; Reminiscences
of Worcester R. Warner, January 11, 1927, Box 1, Folder 3, Warner and Swasey
Collection, Kelvin Smith Library, Case Western Reserve University. Francis F.
Prentiss, one of the partners with Jacob Cox in the firm that became the Cleve-
land Twist Drill Company, also helped to lure Warner and Swasey to Cleveland.
See ‘‘Recollections of George D. Phelps,’’ August 18, 1939, Box 20, Folder 7, and
letter from Cox and Prentiss to Warner and Swasey, March 30, 1881, Box 36,
Folder 3, Warner and Swasey Collection.

40. As his business grew, Kundtz expanded into new products from school desks
to church pews to bicycle wheels, many of which were based on his own inven-
tions. Later he also built automobile bodies for the Whites. By 1910, Kundtz
headed a vertically integrated enterprise that employed 2,500 workers in five
plants and was the largest consumer of hardwood in the state of Ohio. Eiben
(1994); Hritsko (1988); ‘‘Kundtz, Theodor,’’ Encyclopedia of Cleveland History;
Rose (1950).

41. Report 3, Alice Lunn to Betty King, 29 December 1990, Container 4, Folder
34, Thomas White Family Papers. See also Hritsko (1988).

42. Orth (1910); ‘‘The Baker Motor Vehicle Company,’’ Men of Ohio; Wager
(1986); ‘‘The Baker Materials Handling Co.’’ and ‘‘Baker, Walter C.,’’ Encyclo-
pedia of Cleveland History.
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43. According to Hritsko (1988), Thomas H. White bought a steam car from
Locomobile in 1899 and gave Rollin H. responsibility for maintaining it. Frus-
trated by the unreliability of the car’s engine, Rollin developed an improved
boiler and offered to sell his invention to Locomobile. When Locomobile refused
to buy it, the Whites decided to develop their own car. See also White Motor
Company, ‘‘Important Milestones in White Motor History’’; ‘‘Twenty Years of
Knowing How: Tracing the Development of The White Company and its Prod-
uct Through Two Decades of Transportation Achievement,’’ Albatross 9 (1921),
pp. 4–5, in Container 4, Folder 39, Thomas H. White Family Papers; Wager
(1986), 53–60; Rose (1950); ‘‘White, Rollin Henry,’’ Encyclopedia of Cleveland
History.

44. Letters from Henry Merkel to Betty King, January 4, 1991, and January 14,
1991; Report 3, Alice Lunn to Betty King, December 29, 1990; Report 10, Alice
Lunn to Betty King, March 11, 1991; and photocopy, ‘‘28 Years of Constant
Improvement behind Cletracs,’’ Container 4, Folder 34, Thomas White Family
Papers; Hritsko (1988); Wager (1986); Rose (1950).

45. See the notes to table 1.2 for the years included in each sample.

46. We broke down the data only for 1884–1886 and 1898–1902 because we
did not collect patents for additional years for the 1910–1912 sample.

47. Assignments to national companies were disproportionately the work of pro-
ductive inventors who were employees of those firms. For example, Clinton A.
Tower, a foreman and pattern maker for the National Malleable Castings Com-
pany, assigned the bulk of the seventeen patents he obtained in the sampled years
to his employer. National Malleable and Steel Castings Co. (1943).

48. For further discussion and analysis of these samples, see Lamoreaux and
Sokoloff (1999a, 1999b, 2003, 2005, forthcoming).

49. Because the estimates in table 1.5 were computed over all of the patents
received by the sample of B inventors, it is the behavior of the more productive
inventors that is most clearly reflected in our results. They received the most pa-
tents and thus get more weight in these averages.

50. As our theory would predict, inventors whose patents were classified as
being in sectors that would normally be considered as having more technical
or capital-intensive technologies, such as electricity and telecommunications or
heavy industry, were much more likely to assign their patents at issue and to
make assignments to large firms or firms that shared their name, than those
whose patents were in sectors such as light manufacturing or agriculture/food
processing. The different patterns across sectors do not account for the regional
differences, however. For example, inventors who received patents classified as
electricity/telecommunications or as heavy industry were much more likely to as-
sign them to large companies (as opposed to firms with the same name) if they
resided in the Middle Atlantic than if they resided in the East North Central
states.
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51. Unfortunately, small cell sizes preclude a regional breakdown of this table.

52. These figures may somewhat understate the trend because we are likely to
have undersampled patents for both the first career stage of the first subsample
and for the last stage of the last subsample.
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2
The Organizing and Financing of Innovative

Companies in the Evolution of the U.S.

Automobile Industry

Steven Klepper, Carnegie Mellon University

Advances in automobile technology in the nineteenth century, before the

commercial production of automobiles, were largely developed in Eu-

rope. The commercial production of automobiles was also initially more

advanced in Europe than the United States. But within fifteen years of the

start of the U.S. automobile industry, U.S. firms were in the vanguard of

technological advances, and the U.S. industry grew at extraordinary

rates, propelled by continual product and process innovations. Three

great firms emerged to lead the industry, General Motors, Ford, and

Chrysler, all based in Detroit, Michigan, the acknowledged capital of

the U.S. automobile industry. The industry was so big, with General

Motors at its helm, that its interests became entwined with the nation’s,

as reflected in the once popular saying, ‘‘What’s good for General

Motors is good for the country.’’

While the industry ended up being dominated by just a few firms, at its

heyday the industry was composed of well over 200 producers, and

advances came from numerous quarters. The main purpose of this chap-

ter is to understand the origins of the firms that propelled the industry

forward. Where did these firms come from, and how were they financed?

Why were the leading firms so concentrated around one medium-sized

city, Detroit, and what role did this play in technological advance? Why

was the industry so successful for so long, yet in modern times the U.S.

firms have fallen behind the technological frontier and have struggled to

catch up with foreign competitors?

These questions have long occupied scholars of the U.S. automobile in-

dustry. An enormous literature has developed about the industry, reflect-

ing both its historical importance and the fascination of hobbyists with
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vintage automobiles. As a result, unique materials are available to trace

the origins of U.S. automobile producers, especially those in the techno-

logical vanguard. Like many other industries, the initial innovators were

largely firms that toiled in related industries such as bicycles, carriages

and wagons, and engines. Subsequently, these firms gave birth to a

whole new generation of firms founded by employees of incumbent

firms, called spin-offs. As a class, the spin-offs performed distinctively, ac-

counting for most of the firms that made it into the ranks of the leading

firms after the first ten years of the industry. The spin-offs were responsi-

ble for many of the important innovations in the industry, and they were

key to its concentration around Detroit.

The spin-off process is described, with particular attention devoted to

the origin and finance of the spin-offs and their contributions to techno-

logical advance. Experienced auto men not only founded the spin-offs

but were also instrumental in their finance. Much like modern venture

capitalists, they arranged financing for employee start-ups and helped di-

rect them. Most of all, they provided an outlet for diverse ideas that were

not well received within incumbent firms. Not all the spin-offs were suc-

cessful, but the ones that were often made important technological and

organizational contributions that moved the industry forward, some-

times compensating for deficiencies in the leading firms. The spin-off pro-

cess exemplified some of the best attributes of capitalism that led Nelson

(1990) to describe it as ‘‘an engine of progress.’’ One can only speculate

about the poor technological performance of the U.S. automobile in-

dustry in modern times, but it seems related to the virtual foreclosure of

entry since the 1920s that has contributed to a long decline in the num-

ber of producers and an unhealthy technological inbreeding among the

leaders (Halberstam 1986).

The chapter begins by reviewing the evolution of the market and geo-

graphic structure of the industry and discussing the origins of the

entrants into the industry. It then reviews the history of the first four

great firms that located in the Detroit area. These firms spawned most

of the successful spin-offs in the industry, and the origin and financing

of their spin-offs is discussed as well. It finally presents general themes re-

garding the finance and performance of the spin-offs.
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History of the Industry

Smith (1968) compiled a list of every make of automobile produced com-

mercially in the United States from the start of the industry in 1895

through 1966.1 The annual number of automobile entrants, exits, and

producers based on Smith is plotted in figure 2.1.2 The first firm entered

in 1895. Few firms entered in the next four years, but then entry

increased sharply. By 1904 there were 155 automobile firms, but collec-

tively they produced only 23,000 automobiles. Subsequently, the indus-

try grew at extraordinary rates. In the decade 1909 to 1919, average

annual output growth was 26 percent, with production reaching approx-

imately 1.7 million automobiles in 1919. The number of firms peaked in

1909 at 272 and then declined sharply as entry decreased. By 1925 there

were only 51 firms in the industry. Subsequently, entry was negligible,

and the number of firms continued to decline, dropping to 9 by 1941.

Not surprisingly, the industry evolved to be a tight oligopoly dominated

by three firms: Ford, General Motors, and Chrysler, with Ford and Gen-

eral Motors the initial leaders. Their share of the industry’s output rose

from 38 percent in 1911 to over 60 percent in the 1920s, when Chrysler

Figure 2.1
Entry, exit, and number of firms
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emerged out of two early entrants as the third leading firm in the indus-

try. Together with Chrysler, General Motors and Ford accounted for

over 80 percent of the output of the industry by the 1930s, and over

time their joint market share increased further.

The growth of the industry was spurred by tremendous technological

change. The original automobiles had low-power steam, electric, or gas-

oline engines. They were buggy-like contraptions with engines under the

body, tiller steering, chain transmissions, open bodies, and hand-cranked

starters. Numerous innovations led to cars with much more efficient and

powerful gasoline engines mounted in the front, pressed steel frames,

shaft-driven transmissions, automatic starters and electric lighting, closed

bodies, steering wheels, and a host of other improvements, such as four-

wheel brakes and safety windshields.

The production process was also improved greatly, which led to labor

productivity growth of 12.5 percent per year from 1909 to 1921. Many

new, specialized machine tools were developed, which led to great

improvements in precision manufacturing and ultimately the interchange-

ability of parts. New methods were developed to manufacture major

components, such as casting the cylinder block and crankcase as one

unit. Firms also integrated backward into component production to en-

sure reliable supply. The layout of production was changed so that ma-

chinery and equipment were organized in sequence rather than by type.

This eventually led to the moving assembly line, which enabled workers

to specialize in repetitive, low-skilled operations, vastly improving labor

productivity.

Demand was greatest for low-priced cars with rugged and reliable

performance. This was epitomized by Ford’s Model T, which was in-

troduced in 1908. It was a four-cylinder car that originally sold for

$850, but by 1916 Ford had reduced its price to $350. Few cars in this

size range were competitive with the Model T. Most manufacturers,

including ones that began with smaller cars, ended up gravitating to-

ward the production of larger and higher-priced cars, whose market was

limited.

Ford helped fuel the concentration of the industry around Detroit, but

the process started much earlier with the entry of Olds Motor Works in

1901. The annual number of firms and the percentage of all firms located
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in the Detroit area from 1895 to 1941, when the number of firms

reached a trough of nine, is presented in the bottom two panels of figure

2.2.3 In the first six years of the industry, 1895–1900, there were sixty-

nine entrants. Packard Motor Car Co. (originally Ohio Auto Co.) entered

in 1900 and moved to Detroit in 1903, but otherwise no manufacturer

was located in Detroit until Olds Motor Works in 1901. Subsequently,

the number of firms in the Detroit area rose, reaching a peak of forty-

one in 1913, four years after the peak in the number of firms in the in-

dustry. The number of Detroit-area firms subsequently declined along

with the decline in the total number of automobile producers. After the

entry of Olds Motor Works in 1901, the percentage of firms in the De-

troit area rose to 15 percent by 1905, then fell back some in the next

four years, after which it increased to 24 percent by 1916. It subse-

quently fell back again in the next eight years or so, after which it

climbed to over 50 percent by 1935.

The concentration of activity around Detroit was actually consider-

ably greater than the percentage of firms based in the Detroit area. The

editors of the magazine Automobile Quarterly compiled a list of the

leading makes of American automobiles beginning in 1896 based on

production figures by make (Bailey 1971). The annual number of leading

makes manufactured by Detroit-area firms for 1896 to 1928 is plotted in

the top panel of figure 2.2. The one make listed for the Detroit area in

1896 and 1897 reflects one experimental car made by Ford and Olds, re-

spectively, in these two years. The first listing of a Detroit-area firm that

produced more than one car was Olds Motor Works in 1901, when it

was credited with the manufacture of 425 cars. Olds was the only firm

in the Detroit area listed as one of the (nine) industry leaders in 1901.

Subsequently, the number of makes manufactured by Detroit-area firms

increased through 1915, when it reached thirteen (out of fifteen makes

listed), and then reached fifteen (out of eighteen) by the end of the period

in 1928. With the leading makes accounting for well over 80 percent of

the total industry output after 1910, firms in the Detroit area dominated

the industry by the mid-1910s. Fourteen separate firms in the Detroit

area populated the ranks of the industry leaders in the decade 1911–

1920,4 and Detroit-area firms continued to dominate the industry for

the next forty-five years.
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Figure 2.2
Concentration of the industry around Detroit
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Origins of Entrants

A unique resource is available to trace the background of every automo-

bile entrant. The Standard Catalog of American Cars, 1890–1942 and

1946–1973 (Kimes 1996, Gunnell 1992), provides a brief description of

the heritage of every firm in Smith (1968). Four categories of entrants

were distinguished. The first is firms diversifying from other industries,

called experienced firms. The second is de novo entrants founded by

individuals heading (and usually owning a substantial portion of) firms

in related industries, called experienced entrepreneurs. The third is de

novo entrants with one or more founders who had worked previously

for another automobile firm, called spin-offs. The last category is a re-

sidual of de novo entrants with limited preentry experience related to

automobiles, called inexperienced firms. Among the 725 entrants, 120

were classified as experienced firms, 108 as experienced entrants, 145 as

spin-offs, and 352 as inexperienced firms.5

To convey how the origin of firms changed over time, the firms were

divided into three entry cohorts of roughly equal number. The first co-

hort contains the 219 firms that entered between 1895 and 1904, the sec-

ond cohort the 271 firms that entered between 1905 and 1909, and the

third cohort the remaining 235 firms that entered between 1910 and

1966. Table 2.1 reports the number of entrants of each type in the three

entry cohorts. Inexperienced firms were the largest group of entrants in

each period, but over time, the percentage of entrants that were inexpe-

rienced fell from 51 percent in 1895–1904 to 39 percent in 1910–1966.

Table 2.1
Entrants by background and time of entry

Period Total

Number
of experi-
enced
firms

Number
of experi-
enced
entre-
preneurs

Number
of
spin-offs

Number
of
inexperi-
enced
firms

1895–1904 219 46 45 16 112

1905–1909 271 43 32 47 149

1910–1966 235 31 31 82 91

Total 725 120 108 145 352
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The next two biggest groups in the first period were experienced firms

and experienced entrepreneurs. Each of these groups accounted for 21

percent of the entrants in the first period, but their significance also

declined over time. By the last period, each accounted for only 13 per-

cent of the entrants. The big change in the composition of the entrants

came from the spin-offs. In the first period, spin-offs accounted for

only 7 percent of the entrants, but by the last period, this increased to

35 percent.

The spin-offs, along with the experienced firms and experienced

entrepreneurs, also performed distinctly well. Figure 2.3 presents survival

curves for all the entrants and for each of the four types of entrants sep-

arately. For each group, separate survival curves for each of the three

entry cohorts are reported. In each graph, the age of the entry cohort is

plotted on the horizontal axis and the natural log of the percentage of

firms in the cohort surviving to each age is plotted on the vertical axis.

Among all the entrants, the survival curves are ordered by time of entry,

with the earlier entrants having higher survival rates, particularly at

older ages. This reflects that earlier entrants had a decided advantage,

with most of the leaders of the industry entering early. The same order-

ing generally holds for each type of entrant. More important, the sur-

vival curves indicate that the inexperienced firms, which accounted for

about half of all the entrants, survived much shorter than the other three

groups of entrants. This reflects that preentry experience, in either a re-

lated industry or an incumbent firm, was especially valuable to compete

in the industry.

While the survival rates of spin-offs were comparable to the experi-

enced firms and experienced entrepreneurs, the spin-offs increasingly

dominated the industry over time. This is reflected in figure 2.4, which

presents the annual number of leading makes of automobiles in 1901–

1919 that were originally produced by each of the four types of entrants.

In the first few years, roughly half of the producers of the leading makes

were experienced firms, with experienced entrepreneurs accounting for

most of the other leading makes. Only one leading make was produced

by a spin-off. Subsequently, the number of leading makes accounted for

by spin-offs increased dramatically. It peaked in 1916, when spin-offs

accounted for eleven of the fifteen leading makes, with spin-offs account-
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Figure 2.3
Survival curves by background and time of entry. x axis ¼ age; y axis ¼ natural
log of the percentage of survivors

Financing Innovation in the U.S. Automobile Industry 93



www.manaraa.com

ing for nine of the fifteen leading makes by the end of the period in 1919.

For most of the period, the number one make was produced by Ford,

which was a spin-off, and many of the other top makes, such as Max-

well, Hudson, Huppmobile, Chevrolet, and Dodge, were introduced by

spin-offs.

The Early Detroit-Area Leaders

Nearly all the spin-offs that produced a leading make were descended

from four early entrants in the Detroit area: Olds Motor Works, Cadillac

Motor Car Co., Ford Motor Co., and the Buick Motor Co. Olds Motor

Works was the first to enter in 1901. Prior to Olds, only two firms sold

more than 100 cars in a year: Pope Manufacturing Co. and Locomobile

Co. of America (Bailey 1971). Pope manufactured primarily an electric-

powered car, and the Locomobile was steam powered, but both electric

and steam cars had serious limitations. The scene was set for a gasoline-

Figure 2.4
Backgrounds of leading firms
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powered car to take over leadership of the industry, and Ransom Olds

obliged with the now famous Curved-Dash Runabout.

Ransom Olds ran Olds Motor Works, one of the leading engine pro-

ducers in the United States, which was founded by his father as P.F. Olds

& Son in 1880 in Lansing, Michigan.6 Ransom Olds developed his first

gasoline-powered vehicle in 1896. To finance his growing engine busi-

ness and his experimentation with automobiles, Ransom Olds had to

raise additional capital. This led to the company’s being reorganized in

1899 as Olds Motor Works, with Olds losing majority control to one

of his investors, Samuel Smith, who brought in his son, Fred, to help

manage the company.

The company was moved from Lansing to Detroit, where the Smiths

were based, and it experimented with different types of automobiles in

1899 and 1900 before settling on the Curved-Dash Runabout in 1901.

It was a one-cylinder car accommodating two people and sold for $650.

Olds envisioned a substantial market for a low-priced runabout (a small,

inexpensive open car), and his car was instantly successful. There were

other comparable cars on the market at similar prices to the Curved-

Dash Runabout. Olds Motor Works, however, was a more experienced

firm than its rivals, which enabled it to plan, produce, and promote the

car in a manner its rivals could not (May 1977). Orders flooded in for

the car after full-scale publicity for it began in February 1901, but pro-

duction was stalled by a disastrous fire that burned down Olds’s Detroit

plant, ultimately leading the firm to return to Lansing. Nevertheless, 425

Runabouts were sold in 1901, which was second among all makes. By

1903 the Runabout was the number one seller in the industry at 4,000

units, with over 5,000 units sold in the next year (Bailey 1971).

The Runabout was largely an assembled car, which was true of most

cars of its era. All of its major components, including engines and trans-

missions, were purchased from other firms. While many have implicated

the fire as the impetus for Olds’s contracting out for engines, it appears

that Olds lacked the capacity to satisfy the growing demand for its

regular engines, which was its main business, as well as build engines

for its automobiles (May 1977). Olds’s production was on a much

greater scale than any prior firm, which required it to organize an elabo-

rate system of subcontracting and assembly of parts. Abernathy, Clark,
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and Kantrow (1983) compiled a list of 631 innovations in automobiles

over the period 1893–1981 that were ranked by their impact on the

production process. Olds was credited with developing the first mass

production system for automobiles, which was the first of only nine

innovations that achieved the highest impact rank. Olds innovated in

the assembly of cars by moving vehicles from station to station on plat-

forms equipped with wooden casters. Workers were assigned specific

tasks, and parts were made available close by in large bins (May 1977).

These were some of the key ingredients of the famous moving assembly

line that Ford would later develop.

Olds subcontracted for parts on an unprecedented scale. He con-

tracted with Leland and Faulconer, a successful Detroit machining com-

pany with 160 employees, to solve a noise problem that Olds had with

its transmissions. Leland and Faulconer was headed by Henry Leland,

who was immortalized in a biography started by his son (Leland 1966)

as the ‘‘Master of Precision.’’ Leland was an experienced machinist,

manager, and machine tool salesman who had worked for some of the

machine tool companies that were in the forefront of precision manufac-

turing in the nineteenth century. The transmission problem was given to

one of his talented employees, Alanson Brush (Kollins 2002d), and after

it was solved, Olds contracted with Leland and Faulconer to produce its

transmissions (May 1977).

Olds also contracted with Leland and Faulconer to produce engines.

Ransom Olds did not put a high priority on precision manufacturing,

and his cars were subject to problems on the road that Olds solved as

they materialized. Leland was an expert in precision manufacturing.

After tearing down Olds’s engine and analyzing it, he was able to manu-

facture it much faster than Olds after machining its parts to such unifor-

mity that they could be interchanged (May 1977). Alanson Brush also

was able to improve the design of the engine to increase its horsepower

at no extra production cost (Kollins 2002d). Olds did not adopt the

improved design, though, because it would have necessitated costly

retooling (Leland 1966).

Olds also contracted for his engines and transmissions with the Dodge

Brothers, another Detroit machining company. John and Horace Dodge

were expert mechanics who invented and patented an adjustable ball-
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bearing bicycle wheel hub and had co-organized a bicycle company that

they sold in 1900. They set up a successful machine shop in Detroit in

early 1901 (Kollins 2002a), and Olds subcontracted with them for both

engines (May 1977) and transmissions (Kollins 2002a) on a large scale.

Both Henry Leland and the Dodge Brothers would play important roles

in the automobile industry and in the success of Detroit. So would a

number of other Detroit subcontractors of Olds, including Barney Ever-

itt, who produced bodies for Olds, and the Briscoe Brothers, Benjamin

and Frank, who produced sheet metal parts for Olds, including radia-

tors, gas tanks, and fenders.

Ransom Olds remained with Olds Motor Works until 1904, when he

was pushed out of the company after a dispute with the Smiths. Olds did

not see the need for standardized, precisely made parts that were later

required to increase the speed and efficiency of the manufacturing pro-

cess. The Smiths began to experiment with alternative methods of manu-

facture, which resulted in clashes with Olds and Olds’s departure. Olds

Motor Works had two more years of outstanding sales, but the Smiths

were not successful in developing new products, and the company drifted

off into larger and more expensive automobiles with limited markets.

When they were approached to be part of the 1908 General Motors

merger, the Smiths were anxious to sell out. They received $3 million,

which reflected the value of existing plants and the Olds organization.

Under General Motors’s aegis, Olds Motor Works was again successful

and regained the ranks of the fifteen leading makes by 1915.

The next great company in the industry was Cadillac Motor Car Com-

pany. Cadillac is rightly associated with Henry Leland, but it was started

by Henry Ford under the name Henry Ford Company. Ford built expe-

rimental cars in the 1890s when he was employed at the Detroit Edison

Illuminating Company, where he rose to the position of superintendent.

He left Edison in 1900 to start his own automobile firm in Detroit,

the Detroit Automobile Company, which was financed by a number of

Detroit leaders, including its mayor. After $86,000 was expended in a

year with twelve cars in various stages of completion and no sales, the

company was dissolved (Szudarek 1996). Subsequently Ford developed

a successful race car, and some of his original investors and others

backed him in a second company, the Henry Ford Company. The
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investors put up $35,000 in cash on a capitalization of $60,000, but

once again Ford had difficulty moving into production, and Henry

Leland was brought in to advise the investors on the future of the com-

pany (Szudarek 1996).

Events are unclear, but Henry Ford soon left the company, and it

was renamed Cadillac Motor Car Company after Leland advised the

investors that the company was worth continuing.7 He offered the com-

pany the improved version of Olds’s one-cylinder engine that Olds

declined to use, and he suggested reorganizing manufacturing operations

to overcome production problems. The company’s first car, introduced

in 1902, incorporated Leland’s engine and not surprisingly resembled

the Curved-Dash Runabout. William Metzger, a successful bicycle and

car dealer, was hired to head sales, and Cadillac was successful immedi-

ately. It became the third leading make in 1903 with a production of

1,698 units and the second leading make in 1904 with a production of

2,457 units (Bailey 1971). Subsequent production problems led Leland

to become general manager and eventually to merge his machining com-

pany with Cadillac, after which Leland became a major stockholder as

well as leader of the firm.

Cadillac prospered after Leland’s increased involvement. It produced

over 8,000 cars in the next year and a half. It was known for the reliabil-

ity and quality of its cars, which ultimately led Cadillac to produce big-

ger and higher-priced cars. Although this restricted the market for the

company’s cars, causing it to drop from the number two position in the

industry in 1904 to number seven by 1908, Cadillac remained successful

and was sold to General Motors in 1909 for $4 million. Henry Leland

remained with Cadillac and General Motors until 1917. During his ten-

ure, Cadillac became the first company whose parts were fully inter-

changeable. The first reliable electric starter was developed by Charles

Kettering for Cadillac in 1912, which was quickly adopted by other

manufacturers. Cadillac developed the first large-scale production V-8

automobile engine, which was also one of the nine innovations to

achieve the highest production rank in the list compiled by Abernathy,

Clark, and Kantrow (1983). Leland left Cadillac to start his own firm to

produce aircraft engines after the head of General Motors, William

Durant, refused to get involved in the World War I effort.
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It was Henry Ford who started the next great firm in the industry after

he was ousted from the Henry Ford Co. Alexander Malcomson, a coal

dealer who knew Ford from his days at the Edison Illuminating Com-

pany, financed Ford’s efforts to develop another automobile, which was

finished in December 1902. Malcomson could not make the payments to

suppliers, which necessitated bringing in his uncle, John Gray, and other

investors, who collectively paid in $28,000 in cash on a capitalization of

$100,000 to start Ford Motor Company in Detroit in 1903. Ford and

Malcomson each received 25.5 percent of the shares, and Gray was

made the president with 10.5 percent of the shares. Perhaps the most sig-

nificant investment in the company was made by the Dodge Brothers.

Ford had failed twice because he was unable to get into production.

This time he hired the Dodge Brothers to produce the major components

of his car, including its engine, transmission, and axles. The Dodge

Brothers took a considerable risk, committing to deliver 650 chassis at

$250 each, for a total of $162,500. In return, they were to receive suc-

cessive $5,000 payments as the order was delivered. They had to invest

in machinery, tools, and materials to execute the Ford order, which

required nearly their entire establishment of 150 people. In exchange for

the capital they effectively invested in Ford Motor Company, they

received 10 percent of the stock in Ford (Nevins 1954).

Ford’s initial car resembled Cadillac’s, and it was immediately success-

ful. By the end of the model year in September 1904, Ford had sold

1,708 cars, vaulting it into second place in the industry with profits

exceeding $250,000 (Kollins 2002a). Ford Motor Company continued

to improve its cars, but a dispute arose between Henry Ford and Mal-

comson over new models. Ford wanted to produce the Model N, which

was a simple, inexpensive car Ford had developed to sell for $500. Mal-

comson wanted to market a luxury car with a larger per unit profit. Ulti-

mately Malcomson sold his stock to Ford and left to form his own

company, which was unsuccessful (Sudzarek 1996).

Ford hired Walter Flanders to direct production of the Model N.8

Flanders was a sales representative for three machine tool companies and

an expert on the use of machine tools in manufacturing. Ford planned to

center production around the Model N, and Flanders recognized that

production had to be carefully planned to get the price down to the
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$500 goal. He reorganized the factory layout according to sequential

operations on parts rather than by type of machine, which was criti-

cal to the later evolution of the moving assembly line. Special-purpose

machine tools were introduced to improve productivity. Flanders em-

phasized the importance of interchangeable parts for high-volume

production and drilled the workforce to improve their efficiency. He

developed an orderly production plan based on newly developed sales

forecasts to reduce inventories held in the factory. Flanders succeeded in

eliminating the confusion that had reigned on the factory floor, and Ford

sold over 8,000 cars in Flanders’s first year versus 1,600 the year before,

vaulting Ford into the number one position in the industry.

The Model N was the precursor to the Model T, introduced in 1908.

Like Olds’s Curved-Dash Runabout, it was not a revolutionary car but

was rugged, responsive, and priced competitively at $850. The chassis

was made of vanadium alloy steel, which was much stronger than other

steels. It made the Model T light and strong enough to withstand the

poor country roads of the time. It had a planetary transmission operated

with foot pedals that facilitated rocking out of mud holes. The motor

was a four-cylinder, cast en bloc with a detachable head, making servic-

ing simpler. It also had a magneto integrated into the flywheel, making

the electrical ignition system part of the engine, thereby eliminating the

need for storage batteries. The detachable cylinder heads and magneto

integrated into the flywheel achieved the second highest rank in Aberna-

thy, Clark, and Kantrow’s (1983) list of innovations, and the vanadium

steel components achieved the fourth highest rank, which collectively

qualified Ford as the leading innovator in the industry up to that point.

After 1909, Ford produced only the Model T chassis. Numerous innova-

tions in the production of the Model T were developed, the most notable

being the moving assembly line and branch assembly plants, two of the

nine innovations on Abernathy, Clark, and Kantrow’s list that achieved

the highest impact rating. These innovations enabled Ford ultimately to

lower the price of the Model T to $350, and in its peak year of 1923,

Ford sold over 1.8 million Model Ts (Bailey 1971).

Ford was founded in 1903, the same year the fourth great firm in the

Detroit area, the Buick Motor Company, was founded. It took some

time, though, before Buick achieved the ranks of the industry leaders.
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David Buick founded Buick Motor Company to capitalize on an innova-

tive engine that had been developed in his engine firm, which was started

in 1899 with funds Buick received from the sale of his successful plumb-

ing supply business. Buick quickly encountered financial difficulty, and

the Briscoe brothers, suppliers to Olds, lent Buick money and then sold

their controlling stock to James Whiting and other directors of the Flint

Wagon Works, a successful carriage company in Flint, Michigan.9 While

the production of carriages involved progressive assembly and a well-

developed division of labor, Whiting and his associates had limited expe-

rience with machine operations and raising the large amounts of capital

required for automobile production. Consequently, Buick floundered and

was on the verge of bankruptcy when it turned to Flint’s most successful

businessman, William Crapo Durant.

Durant had distinguished himself at a young age as a superb salesman

and astute judge of organizations. He became a millionaire through the

formation of a company with a partner, Dallas Dort, to manufacture a

cart with a novel suspension whose rights he had acquired. Dort oversaw

production, while Durant raised capital and hawked the company’s

products. The Durant-Dort Carriage Company became one of the largest

carriage producers in the United States, and it integrated backward

through separate organizations into the production of many of its

components.

Before acquiring control of Buick, Durant put Buick’s car through rig-

orous testing for almost two months, just as he had done with the cart

that launched his carriage firm. Convinced that he had a first-rate prod-

uct, he expanded Buick’s capitalization from $75,000 to $1.5 million

using his contacts, reputation, and enormous energy to sell stock in Flint

and elsewhere. He used the capital he raised to build the biggest factory

in the industry in Flint and used Durant-Dort’s carriage dealers to de-

velop an extensive wholesale and retail distribution network. Durant

was skillful in working with his top employees to overcome problems

and achieve the ambitious objectives he formulated for Buick. By 1908,

Buick was the number two producer, with an annual production exceed-

ing 8,000 automobiles.

With Buick at its center, Durant organized General Motors in 1908.

GM was a massive horizontal and vertical integration of twenty-seven
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different organizations. Dallas Dort did not join Buick, and without his

steadying influence, GM was soon in financial trouble. Poor inventory

control, shoddy practices resulting from little oversight of production,

and a limited awareness of the capital needs of the new company led

Durant to lose control of GM to bankers. The bankers quickly righted

GM and restored it to great profitability, after which Durant was able

to regain control of GM, only to lose it again for good. GM went on to

introduce many of the innovations in Abernathy, Clark, and Kantrow’s

(1983) list, accounting for more product innovations than any other

firm. It displaced Ford as the number one producer in the 1920s and

remained number one thereafter.

A number of important themes emerge from the history of Olds,

Cadillac, Ford, and Buick. Consistent with the survival graphs in figure

2.3, the preentry experience of the leaders of each firm had a substantial

effect on the firms’ performance. Ransom Olds, Henry Leland, and Wil-

liam Durant were leaders of very successful firms in industries related to

automobiles, and they were able to capitalize on this success in automo-

biles. They were also able to use their prior experience to help structure

their automobile firms. Olds was experienced at promoting his engines

and in large-scale production, which he exploited in popularizing the

Curved-Dash Runabout and quickly ramping up production. Leland

was an expert in precision manufacturing, and he established organiza-

tional procedures to make Cadillac a leader in precision manufacturing

and quality. Durant had successfully organized a large, vertically inte-

grated organization in a related industry, and he quickly developed a

large automobile firm with a state-of-the-art factory and impressive dis-

tribution network.

The absence of comparable experience seems to have been a major

handicap for Henry Ford, David Buick, James Whiting, and Samuel

Smith. Ford had never headed any business prior to the automobile in-

dustry. Although he was able to design two cars that performed well

enough to attract backers, he was not able to develop an organization

that could manufacture either car at a competitive cost until he teamed

with the Dodge Brothers. Buick had succeeded at a small plumbing sup-

ply business but quickly dissipated his funds and was unable to raise fur-

ther capital despite having a first-rate product. Whiting and his partners
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were not able to do much better than Buick. They had operated a modest-

size carriage and wagon company, but they had little experience with the

kind of machinery used in automobiles, and they too were unable to

raise the kind of capital needed to develop Buick’s car. Samuel Smith

was a wealthy businessman, but he had no manufacturing experience to

draw on to replace Olds’s leadership.

The experience of Olds’s two main subcontractors, Leland and Faul-

coner and the Dodge Brothers, and Ford’s experience with Ford Motor

Company suggests that experience with incumbent automobile firms

was also valuable. Leland was able to capitalize on the superior engine

it developed for Olds, while the Dodge Brothers’ experience no doubt

enabled them to satisfy Ford’s needs. Ford’s initial efforts were obviously

unsuccessful, but this may well have provided a valuable lesson that he

took to heart in his third start-up. The longevity of the spin-offs in figure

2.3 suggests that experience with incumbent firms was indeed valuable,

which is a theme that will be developed further in the next section.

The experience and success of Olds’s subcontractors and Durant in the

carriage industry also played an important role in the finance of Cadillac,

Ford, and Buick. The frustrated stockholders of the Henry Ford Com-

pany sought out Henry Leland’s advice about their fledgling investment

after ousting Henry Ford, much as modern investors rely on venture cap-

italists with a proven track record in a new industry. Similarly, William

Durant was able to leverage his prior success to raise an enormous

amount of capital from wealthy individuals, many of whom had helped

finance his carriage company. Leland and the Dodge Brothers also

merged their assets into Cadillac and Ford, becoming key investors. No

doubt their experience as suppliers to Olds helped them judge the pros-

pects of these investments. Presumably the Briscoe brothers also used

their experience as suppliers to Olds in deciding to help finance Buick at

an early critical juncture.

Olds’s great success illustrates how one company can have a profound

influence on the development of a region, much as Brush Electric had on

the development of Cleveland around the same time (see chapter 1, this

volume). Olds’s subcontracting was instrumental in the formation and

success of Cadillac, Ford, and Buick, which quickly became leaders of

the automobile industry. None of them ventured far geographically, as
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was true as well of the firms associated with Brush Electric in Cleveland.

The upshot was that four of the very best early automobile firms were

located very close to each other in a region that would hardly be

expected to become the automobile capital of the United States based

on its size, natural advantages, or supply of companies in related indus-

tries (cf. Klepper 2002b). But combined with a powerful spin-off process,

as described below, the early concentration of successful firms in the De-

troit area fueled an extraordinary agglomeration of activity there.

Spin-Offs

The 725 entrants into automobiles were ranked according to the number

of spin-offs they spawned, which equals the number of spin-offs for which

they were the parent firm. The top five firms, with the number of spin-

offs in parentheses, were Olds Motor Works (7), Buick/General Motors

(7), Cadillac (4), Ford (4), and Maxwell-Briscoe (4). The first four firms

were the pioneers in the Detroit area, and Maxwell-Briscoe, which is

reviewed below, was a spin-off cofounded by Jonathan Maxwell, an em-

ployee of Olds Motor Works. Among the first four firms, not only did

they have 22 spin-offs collectively, but in turn their spin-offs were re-

sponsible for 19 additional spin-offs. These 41 spin-offs constituted 28

percent of the 145 total spin-offs. Thus, the leading firms in the industry

were especially fertile settings for spin-offs. This was confirmed by a sta-

tistical analysis of the factors influencing the annual rate at which firms

spawned spin-offs (Klepper 2002b).

The spin-offs of the leading firms were also distinctly successful. The

41 spin-offs accounted for 11 of the 13 spin-offs after 1903 that intro-

duced makes of cars that made it onto the list of leading makes after

1903. In a statistical analysis, it was found that the longevity of spin-

offs was directly related to the performance of their parents, with better

parents having longer-lived spin-offs (Klepper 2002b). Nearly all the

spin-offs of Olds, Cadillac, Ford, and Buick/General Motors located in

the Detroit area. Consequently, the four firms and their spin-offs were

the primary force that led the industry to become so concentrated

around Detroit (Klepper 2002b). The histories of the most successful
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spin-offs of the Detroit firms are traced to analyze the circumstances gov-

erning their founding, financing, and contributions to innovation.10

The first set of spin-offs were founded by employees of Olds Motor

Works, including Maxwell-Briscoe, Reo, Thomas-Detroit, and Hudson.

Spin-Offs Founded by Olds Motor Works Employees

Maxwell-Briscoe

Jonathan Maxwell was the superintendent and chief tester for Olds Mo-

tor Works. He was born in Peru, Indiana, in 1864. Before working for

Olds Motor Works, he had been a master railroad mechanic and worked

for Haynes-Apperson, one of the first automobile entrants. William T.

Barbour was the president of Detroit Stove Works, located next to Olds

Motor Works in Detroit. He would accompany Maxwell on test drives

of Olds Motor Work’s cars. In 1902 Maxwell interested Barbour in start-

ing a new company, which became Northern Manufacturing Company.

Northern began with capital stock of $50,000, of which $38,000 was

paid in. William Metzger, sales manager of Cadillac, also played a role

in the formation of Northern and later left Cadillac to join Northern in

1906.

Maxwell, the chief engineer, designed a one-cylinder car similar to the

Curved-Dash Runabout. Fifty were built and sold in 1903 according to

one source (Kollins 2002d), and 200 in 1902 and 750 in 1903 were sold

according to another source (Yanik 2001). Northern’s car embodied a

number of innovations, including three-point suspension of the engine,

running boards, and a transmission integrated with the engine (Yanik

2001). All these innovations were listed in 1902 on Abernathy, Clark,

and Kantrow’s (1983) list of automobile innovations, with three having

the third highest impact rating, making Northern an important early au-

tomobile innovator.

Apparently buyers wanted a larger car, and there was some dissatis-

faction with Maxwell’s design. In 1903 Maxwell left or was replaced

by Charles King, who had worked for Olds Motor Works after Olds

acquired King’s marine engine firm. King was an early car developer in

Detroit who was unable to secure financing to develop his car. Maxwell
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continued to be listed as director and stockholder in 1904, so it is not

clear when he severed ties with Northern (Yanik 2001).

Maxwell subsequently developed a thermo-syphon cooling system for

internal combustion engines, and he interested Benjamin and Frank Bris-

coe in manufacturing his system. Benjamin Briscoe asked Maxwell to as-

sess his investment in the fledgling Buick Motor Company. Maxwell did

not offer an opinion but indicated he had his own car ideas. In 1904 Ben-

jamin Briscoe and Maxwell jointly organized the Maxwell-Briscoe Mo-

tor Company. Briscoe had limited success in finding Detroit capital, but

secured $100,000 backing from J. P. Morgan in New York, who had

previously helped finance the Briscoe Brothers sheet metal company that

had supplied Olds Motor Works with radiators and other sheet metal

parts. Initially Maxwell-Briscoe built its cars in a leased facility in Tarry-

town, New York, close to Morgan.

Maxwell-Briscoe’s first two cars were a two-cylinder runabout for

$780 and a larger touring car for $1,450. The runabout had an uncom-

mon integral engine crankcase and gear change housing of aluminum

alloy cast in one piece. The touring car featured a sliding gear three-

speed transmission with multiple disc clutch, for which Maxwell secured

a patent. These innovations resembled ones on the 1902 Northern. The

tooling of the factory occurred in 1904, and production largely got

underway in 1905. Maxwell-Briscoe’s cars were an immediate success,

embodying fine engineering and good workmanship at a modest price.

Maxwell had the eighth highest sales of all firms in 1905, fifth in 1906,

fourth in 1907 and 1908, and third in 1909.

Maxwell-Briscoe was the key component of the 1910 United States

Motor Company merger organized by Benjamin Briscoe to rival General

Motors. This merger was unsuccessful, and Maxwell later emerged as

the only intact component. (This is discussed further below in the con-

text of the efforts of Walter Flanders.) Briscoe went on to form Briscoe

Motor Co. in 1914, which experienced modest success before it exited

in 1923.

Reo Car Company

After Ransom Olds was pushed out of Olds Motor Works in 1904 by

Samuel Smith and his son, he joined Reuben Shettler to found a second
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automobile company, the Reo Car Company, in Lansing, Michigan.

Shettler was an original stockholder in Olds Motor Works when it was

organized in 1899. He moved to California and acquired the Olds dis-

tributorship for southern California. Shettler sold his distributorship in

June 1904 and came to Lansing to organize Reo.

Reo was capitalized at $500,000, with Ransom Olds given 52 percent

of the stock without paying in anything. Shettler was the number two

stockholder and vice president. Shettler induced some prior Olds stock-

holders to subscribe, along with various men associated with Lansing

banks and businesses. The attraction to invest was Ransom Olds.

Reo hired a number of Olds Motor Works employees, including

Horace Thomas, an engineer at Olds who was made chief engineer, a

position he would hold for thirty years; Richard Scott, a supervisor at

the Olds Gasoline Engine Works since 1898, was brought in as plant

superintendent; and Raymond Owens, former secretary at Olds Motor

Works, was brought in as sales manager.

Reo’s first model was markedly different from the Curved-Dash Run-

about. It was jointly designed by Ransom Olds and Thomas and was the

kind of car that the Smiths at Olds Motor Works had wanted to develop.

It was a two-cylinder, 16 horsepower touring car with room for five peo-

ple that sold for $1,250. Olds had always been linked to low-priced cars,

but for the next thirty years, he would be linked to medium-priced cars.

The Reo car was more rugged than the Curved-Dash Runabout, which

was needed for increasing long-distance travel. It was not unlike Ford’s

efforts, but it lacked the technology that enabled Ford to sell his cars at

much lower prices.

Reo was immediately successful. It was the number seven seller in

1905, number four in 1906, and number three in 1908, with sales of al-

most 4,000 units. This was the highest rank it reached, dropping subse-

quently but nonetheless remaining in the ranks of the leading makes

through 1923 and appearing again for one year, 1927.

E. R. Thomas-Detroit

Roy D. Chapin was born in Lansing in 1880. He went to the University

of Michigan for two years, where he became friendly with Howard

Coffin and Roscoe Jackson, both engineering students. Chapin knew the
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Olds and Smith families and went to work at Olds Motor Works in

1901. He engaged in a well-publicized trip from Detroit to New York

in late 1901 to promote successfully the Curved-Dash Runabout. He

rose to become sales manager at Olds Motor Works in 1904. Coffin

and Jackson entered Olds Motor Works in the engineering department.

By 1904 Coffin was chief engineer. Jackson switched to production and

was promoted to factory manager in 1906. Chapin and Coffin became

friendly with Frederick Bezner, who worked for NCR in Dayton, Ohio,

before being employed in the purchasing department at Olds Motor

Works. By 1905 Bezner had risen to the important position of purchas-

ing agent.

In 1905 Coffin developed a new four-cylinder car that seemed to be a

compromise between the Curved-Dash Runabout and larger cars favored

by the Smiths. With some encouragement from the Smiths, the project

advanced to Bezner, who negotiated contracts for all the parts for the

car. Then the Smiths reneged. Chapin was the first to leave in 1906.

Through a friend, he met and convinced a Buffalo automaker, E. R.

Thomas, who sold a high-priced car through his E. R. Thomas Motor

Company, to support a company to produce Coffin’s car. The company,

E. R. Thomas-Detroit, which was located in Detroit, was capitalized

at $300,000, with $150,000 in stock initially subscribed, $100,000 by

Thomas and $50,000 by Chapin, Coffin, Bezner, and a fourth Olds em-

ployee, Brady. Only 20 percent was put up initially by each stockholder,

providing only $30,000 in paid-in cash. The four Olds employees were

the active managers, with Thomas the unsalaried president.

Their car, the Thomas-Detroit, was an assembled car that utilized only

$16,300 in plant equipment according to the 1907 balance sheet of the

company (Renner 1973). Parts contracts were key to the success of an

assembled car; parts manufacturers could fail to make the parts to speci-

fication or not deliver at all, which could doom an automobile producer.

Bezner exploited his experience at Olds to set up contracts to minimize

these possibilities, introducing an important organizational innovation

(Renner 1973). They were able to finance operations by collecting ad-

vance payments from dealers, which were used as a form of working

capital to pay off parts suppliers with a delay. By 1906, when the com-
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pany was underway and successful, the five partners paid in their total

subscription of $150,000.

The company marketed its cars through E. R. Thomas Motor Com-

pany’s network of dealers. It sold its cars for $2,750 and was successful

immediately, shipping 500 cars by the middle of 1907, qualifying E. R.

Thomas-Detroit for twelfth place among the leading ranks in 1907. It

produced 750 cars in 1908.

Hudson Motor Car Company

Chapin, Coffin, Bezner, and Brady did not like Thomas getting two-

thirds of the profits of E. R. Thomas-Detroit and were also concerned

about their dependence on Thomas for marketing. Furthermore, Coffin

had an idea for a new car model that he believed could be manufactured

cheaply enough to sell for $1,500. It was a four-cylinder car that had fea-

tures associated with higher-priced cars but was smaller, offering the

prospect of a larger market than Thomas-Detroit’s car. E. R. Thomas

had been influential in the credit Thomas-Detroit was able to secure,

and Chapin, Coffin, Bezner, and Brady were not ready to strike out on

their own. Instead, they recruited Hugh Chalmers, who had been a pio-

neer in marketing at NCR but had just left in a dispute, to buy out half

of Thomas’s stock. Thomas agreed, and the company also began market-

ing its own cars. Chalmers was made president at a large salary of

$50,000 and was given control over marketing and sales. Chalmers

increased the company’s national promotion, and Coffin’s car, known

as the Chalmers-Detroit 30, was very successful, attaining the tenth

rank among makes in 1910.

With only one-third of the company’s stock, Chapin, Coffin, Bezner,

and Brady felt they were not being amply rewarded for their efforts.

There was also talk of building four-cylinder cars for less than $1,000,

which Ford had just done. Coffin believed he could do something similar.

Coffin, Chapin, and Bezner formed a partnership with Jackson, who by

now had left Olds Motor Works, to develop such a car. Each invested

some money in this partnership along with Jackson’s uncle by marriage,

J. L. Hudson, a Detroit department store magnate. They developed a car

similar to Coffin’s 1909 Chalmers-Detroit but with a less elaborate body
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and a simplified, cheaper design. Hudson was formed in 1909 to pro-

duce and sell the car. It was capitalized at $100,000, with the four part-

ners getting 25 percent of the stock and Chalmers also getting about 15

percent of the stock. Only $15,000 was paid in initially, with $12,500

from Hudson. The balance due from each stockholder was apparently

financed from subsequent dividends. Figures from April 1910 indicate a

total investment of $35,000 in plant and office equipment.

Chapin, Coffin, and Bezner were still employees of Chalmers-Detroit.

Chalmers had limited interest in Hudson’s car even after it was immedi-

ately successful. He was used to dealing with a well-developed product at

NCR and wanted to limit changes in his product. He could not grasp

that the greatest challenges in the automobile industry at this time were

in engineering and production and not sales (Renner 1973). He accepted

a proposal to buy out Chapin, Coffin, and Bezner from Chalmers-

Detroit, exchanging his shares in Hudson plus $788,000 for Chapin,

Coffin, and Bezner’s shares in what was now known as Chalmers Motor

Co.

Hudson was very successful, earning $5.385 million in net profits in its

first six years (Renner 1973). By 1910 it was the tenth leading producer

and remained in the ranks of the leaders for many years. It introduced a

number of innovations on Abernathy, Clark, and Kantrow’s (1983) list,

including a sedan-type body that attained the fourth highest impact

ranking and an inexpensive closed car built of wood and steel that was

one of the nine innovations to achieve the highest impact rating on Aber-

nathy, Clark, and Kantrow’s list.

Hugh Chalmers was also influential in the formation of the Saxon

Motor Company, which was founded by a Chalmer’s employee.

Saxon Motor Company

Harry Ford was born in Knobnoster, Missouri, in 1880. In 1905 he was

employed in the advertising department of the National Cash Register

Company, and he joined Chalmers in 1909 at Chalmers Motor Com-

pany as advertising manager. He worked his way up to assistant general

manager in 1913.

Ford had been convinced for some time of the possibilities of a good

two-passenger car selling at a price of $400. He convinced Chalmers of
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the merits of his proposal, and in 1913 Chalmers organized a syndicate

of ten men, each of whom put up $10,000; Saxon was thus capitalized at

$350,000, with $250,000 in common stock (Sudzarek 1996). Harry

Ford was president and general manager, and while Chalmers provided

financial support, he was not active in the company. Toward the end of

1915 Ford bought out Chalmer’s stock (for $450,000), giving Ford full

control of Saxon.

Saxon’s initial car was an agile runabout priced at $395. It was sold

through Chalmers Motor Co.’s dealers. Its low price and solid design

attracted many buyers, and 7,100 cars were sold in 1914 and 19,000 in

1915, when Saxon attained eighth place among the leading makes. In

1916 the company reorganized and expanded considerably, but it built

too large a plant and subsequently experienced cost problems. Ford had

to retire due to illness and died in 1918, which started a decline that

ended in 1922, when the company ceased operating.

Spin-Offs from Cadillac

The next three spin-offs came out of Cadillac. The first two were

cofounded by Alanson Brush, who was one of Cadillac’s top employees.

The third was started by the head of Cadillac, Henry Leland.

Brush Runabout Company

Alanson Brush was born in Algonac, Michigan, in 1878. After graduat-

ing from high school, he became affiliated with Ransom Olds during the

1890s and helped Olds build his first car. Shortly after Olds moved to

Detroit, Brush joined Leland and Faulconer and was assigned to design

the transmission that Leland and Faulconer had contracted to build for

Olds. Brush also designed a one-cylinder engine for Olds that was later

used on the 1903 Cadillac car. When Henry Leland joined Cadillac at

the end of 1904, Brush joined as well as chief engineer.

In 1905 Brush was unhappy about the way Henry Leland tried to

control his patents at Cadillac. He left with a $40,000 settlement and

pledged not to compete with Cadillac for two years. He next designed a

smaller car to test out new ideas he had, such as a coil-spring suspension.

Frank Briscoe felt Brush’s car had promise, and he organized the Brush

Runabout Company in Detroit with a capitalization of $200,000. The
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Briscoe brothers’ factory was used for assembly of the car. The car was

simple but attractive at a low price of $500. It sold 500 units in 1907,

qualifying it for thirteenth place, and then reached sales of 2,000 units

in 1909, qualifying it for ninth place among the leading makes.

It was said that Brush did not remain involved in the company, and it

was acquired as part of the U.S. Motors merger arranged by Benjamin

Briscoe in 1910. It succeeded for one year after the dissolution of the

merger and then ceased to exist.

Oakland Motor Car Company

Brush cofounded Oakland in 1907 in Pontiac, Michigan, with Edward

Murphy, the head of the Pontiac Buggy Company. Murphy liked the

Brush Runabout and asked Brush to design a car for a new company.

Brush brought him a two-cylinder car that he had designed while at

Cadillac (Szudarek 1996) but that Cadillac had rejected (Kimes 1996).

The Oakland car for 1908 was an enlarged Brush car with many

patented Brush features. The company was bought by General Motors

in 1908, and Brush stayed on as a consulting engineer for William

Durant. The Oakland became a four-cylinder car in 1910 and regularly

sold 3,000 to 5,000 units per year, placing it among the leading makes.

Brush was issued many patents, including on the planetary gear set and

disc clutch that were forerunners of today’s automatic transmissions and

overdrive units.

Lincoln Motor Company

Henry Leland wanted to be involved in the production of aircraft and

other military materiel during World War I, and when William Durant

was reluctant to make such a commitment, Leland left in 1917 to form

Lincoln Motor Co. Leland and William Murphy, one of the initial finan-

ciers of Cadillac, arranged for $2 million in personal loans to start Lin-

coln. Lincoln began producing Liberty engines on a cost-plus basis for

the military.

In 1919 Lincoln was reorganized to produce automobiles powered

by a new V-8 engine, a considerable improvement over prior engines.

Unfortunately, Lincoln bought equipment at peak prices, just before the

recession of 1920. Leland and the board of Lincoln Motors endorsed $5

112 Steven Klepper



www.manaraa.com

million in bank notes to address the ensuing financial crisis. The continu-

ing depression in sales coupled with a government effort to recoup alleged

excess payments made to Lincoln for the Liberty engines led to a bank-

ruptcy and Leland’s losing control of Cadillac and his fortune.

In 1922 Henry Ford purchased Lincoln, and Leland left the company

after a disagreement with Ford. Ford maintained the Lincoln brand as a

luxury automobile, and many years later Lincoln made it into the ranks

of the leading makes in the industry.

Spin-Offs Founded by Ford Motor Company Employees

Ford Motor Company employees were instrumental in the next three

firms, E-M-F, Hupp, and Dodge.

The E-M-F Company

E-M-F was founded by Barney Everitt, who was born in Ridgetown, On-

tario, in 1872; William Metzger, who was born in Peru, Illinois, in 1868;

and Walter Flanders, who was born in Rutland, Vermont, in 1871. Ever-

itt had supplied bodies to Olds in Detroit in the Curved-Dash Runabout

era and subsequently supplied bodies to Ford. He became general man-

ager of Wayne Automobile Company soon after it was formed in Detroit

in 1904. Metzger was Cadillac’s first sales manager and was involved in

the founding of Northern. Walter Flanders was Ford’s production genius

and the main force in the company.

The partners were able to secure control of Northern and Wayne,

which they used to form E-M-F in Detroit in 1908. Additional financing

was supplied by the stockholders of Northern and Wayne, which

included some of the financial elite in Detroit. E-M-F was capitalized at

$500,000, though far less was paid in. EMF contracted with Studebaker,

a leading Indiana carriage producer that had been trying for many years

to diversify into autos, to market half of its cars in the West and South

through its large carriage dealer network.

Flanders developed a modern, high-quality car at a low price of

$1,250, which he was able to achieve by exploiting the advantage of a

large-output production process that he had helped develop at Ford. He

introduced a number of innovations and innovative practices in the pro-

duction process at E-M-F, including the widespread use of jigs to hold
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parts to improve the precision of manufacturing, machines to smooth

multiple faces of a casting at the same time, and spindle drills that could

drill more than one hole in a casting in each operation. He established a

chemical and physical laboratory to evaluate parts from suppliers and

had the first plant in the industry with dies and presses dedicated to parts

production.

Everitt and Metzger left the company early in a dispute about Stude-

baker’s role. They were involved in the founding of subsequent auto

firms, none of which was as successful as E-M-F. Subsequently Stude-

baker tried to strong-arm Flanders to force him to sell out his shares

cheaply. Flanders ended up selling out to Studebaker in 1910 and leaving

two years later. Initially he reorganized the remnants of the U.S. Motors

merger and later rejoined Everitt and Metzger in new firms they jointly

founded. E-M-F’s car was among the leading makes from its outset in

1908, and Studebaker was a leading producer for many years, earning

large profits for the first ten years after it acquired E-M-F. In 1925, Stu-

debaker moved its Detroit plant to Indiana, where it was based.

Hupp Motor Car Company

Robert Hupp was born in Grand Rapids, Michigan, in 1876. He joined

Olds Motor Works as a laborer in 1902 and worked his way up to man-

ager of the repair department before departing in 1905. He subsequently

worked for Ford, initially in charge of the repair, claim, and accessory

departments and then as an assistant in the purchasing department and

to the production superintendent (Sudzarek 1996).

Hupp’s experience at Ford gave him insight into factory and cost con-

ditions. He left in 1908 and began designing a prototype for a medium-

priced automobile. Hupp Motor Car Company was formed in 1908.

Joining Hupp, who was president, were J. Walter Drake, who was ap-

pointed vice president and general manager; Charles Hastings, who was

assistant general manager in charge of sales, service, and accounting;

and Emil Nelson, who was the chief engineer. Drake, who was born in

Sturgis, Michigan, in 1875, gave up a thirteen-year law practice to join

Hupp. Hastings, who was born in Hillsdale, Michigan, in 1858, had

worked for Olds Motor Works since 1901, rising to sales manager for
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Olds’s Detroit and Lansing offices and for Europe. In 1907 he joined the

Thomas-Detroit Company as office manager and sales executive, but left

when Hugh Chalmers took over and brought in his own people. Nelson

had been an engineer at Olds and subsequently Packard and was most

responsible for designing the first Hupp car (Kollins 2002d, Sudzarek

1996).

Hupp Motor Company was formed with a capital stock of $25,000,

with only $3,500 initially paid in. Subsequently, Edwin Denby, who

would become secretary of the navy, bought a 20 percent interest in the

company for $7,500, increasing working capital to $11,000 (Sudzarek

1996). Charles Hastings was instrumental in the ability of the company

to overcome its extremely limited initial funding. He took Hupp’s initial

prototype to the Detroit automobile show, where he secured orders for

500 cars and $25,000 in advance payments, which was enough to begin

production (Davis 1988).

Hupp’s first car, introduced in 1909, was a four-cylinder runabout

priced at $750. It had a patented three-point suspension that made it

comfortable for two large people. It was an instant success, with sales

of 1,600 cars in 1909, 5,340 cars in 1910, 6,079 cars in 1911, and

7,640 in 1912, when it attained the sixth position in the industry. Years

later Henry Ford noted, ‘‘I recall looking at Bobby Hupp’s roadster at

the first show where it was exhibited and wondering whether we could

ever build as good a small car for as little money’’ (quoted in Sudzarek

1996, 165). In 1912, along with Oakland, Hupp introduced the first all-

steel open car body based on a design by the body manufacturer Edward

Budd, which attained the second highest rank in Abernathy, Clark, and

Kantrow’s (1983) list of innovations.

Hupp formed his own companies to improve the manufacture of his

car, and these were consolidated in 1910 into Hupp Corporation, with

Hupp as president and Charles Hastings as vice president. Hupp wanted

to expand his companies along the lines of General Motors, which was

resisted by his partners, Drake and Hastings. Hupp sold his stock and

started subsequent companies that were never as successful as Hupp

Motor Car Company, which continued to be among the industry leaders

into the 1930s.
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The Dodge Brothers Motor Car Company

John and Horace Dodge were born in Niles, Michigan, in 1864 and

1868, respectively. Their father was a machinist and iron worker, and

they learned their trade in his shop. After their initial agreement with

Ford Motor Company, they became Ford’s principal supplier of engines,

transmissions, and axles, and Ford was their only customer. Their depen-

dence on Ford led them to suggest in 1912 that Ford buy them out, but

after Ford dawdled, they started their own automobile firm in 1914

(Kollins 2002a).

They announced they would double the size of their own plant to enter

automobiles (Sudzarek 1996). Dodge Brothers was capitalized at $5 mil-

lion. In a famous lawsuit in 1917 in which Ford was enjoined from rein-

vesting most of his profits, it was revealed that the Dodge Brothers had

received $5.5 million in dividends on their original 10 percent stock

holdings in Ford Motor Company, valued at $36 million. They used

these proceeds to fund nearly all of their initial capitalization.

They designed a car that was basically an upgraded Model T, with fea-

tures conspicuously missing on the Model T. Their initial car was so

good that only minor changes were needed in the next ten years. They

learned from their Ford experience not to use Ford’s planetary transmis-

sion and other Ford limitations (Kollins 2002a). The initial Dodge offer-

ing sold for $785. Approximately 45,000 Dodges were built in 1915, the

best first year for any firm up to that point (Kimes 1996), vaulting Dodge

into third place in the industry. It maintained its high position for a num-

ber of years, including throughout the lifetimes of the Dodge brothers.

Dodge teamed with the body manufacturer Edward Budd in the design

of the steel body of their initial car, which was a considerable engineer-

ing challenge. Although Hupp had a head start, Dodges were popularly

known as the first all-steel-bodied automobiles (Sudzarek 1996). On

Abernathy, Clark, and Kantrow’s list of innovations, Dodge was cred-

ited with the first mass production of an all-steel open car body, which

achieved the fourth highest rank among innovations. In 1923, Aberna-

thy, Clark, and Kantrow listed them as the producers of the first all-steel

closed sedan car body, which achieved the third highest rank among

innovations.
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The Dodge brothers both died in 1920, and eventually their company

was sold to Chrysler Corporation in 1928.

Spin-Offs Founded by William Durant

The next two companies were founded by William Durant after each of

the times he was ousted from General Motors.

Chevrolet Motor Car Company

In 1909, after the formation of General Motors, the Model 10 was

Buick’s big seller, accounting for 8,100 of its total production of 14,606

cars (Dunham and Gustin 1992). It was William Durant’s main foray

into a less expensive car, priced below $1,000, with the goal of eventu-

ally competing with Ford’s Model T (Weisberger 1979). Buick also intro-

duced a high-wheeled buggyabout designed by Alanson Brush, who was

working for General Motors after Oakland was acquired by GM. It sold

for $450, but it was not successful and was abandoned after two years

(Dunham and Gustin 1992). After Durant lost control of GM to bankers

in 1910 and then left GM, GM oddly dropped the Model 10 and substi-

tuted less successful cars in its place. This may have been a reflection of

the desire by the bankers that took over the management of GM to pro-

duce a bigger car (Dunham and Gustin 1992). It was the move that

Durant disagreed with most, and when he left GM, he intended to de-

velop a smaller car that could ultimately compete for the market largely

captured by the Model T.

He organized three companies: Chevrolet Motor Car Company,

Mason Motor Company, and the Little Motor Company in Detroit and

Flint, Michigan. They were headed by Louis Chevrolet, Arthur Mason,

and Big Bill Little, respectively, all of whom had been employees of

Buick. Mason, which was organized to produce motors, and Chevrolet

were capitalized initially at $100,000, but perhaps no more than

$10,000 was paid into either. Little was capitalized at $1.2 million,

with $823,200 in stock issued, but only $4,827 was initially made avail-

able to draw on, and in the long run only $36,500 of outside cash was

put into Little (Weisberger 1979). Durant was able to get the three enter-

prises going by purchasing for $200,000 all the assets of the expiring
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Flint Wagon Works, including a factory and inventories of wagon and

auto parts, with Flint Wagon Works accepting a personal note from

Durant (Weisberger 1979). Then in 1912, Durant-Dort Carriage Co.,

whose profits had been declining due to the decline of the carriage indus-

try, sold its founder more work space, the Imperial Wheel Factory, for

$200,000, which was almost certainly paid in Chevrolet stock. Later

Chevrolet recapitalized at $2.5 million, with Durant-Dort Carriage

Co., for which Durant was still the treasurer, taking half the stock

(Weisberger 1979). Dort became a vice president of Chevrolet, although

within a year he withdrew from all business arrangements with Durant.

Little initially designed an attractive but not durable small car, while

Chevrolet designed an uneconomical large car. Durant combined these

efforts under the Chevrolet banner, and he introduced the H series of

cars, which included a touring car at $875 and a roadster at $750. These

were well received, as was the Chevrolet Four-Ninety, which was intro-

duced at the end of 1914 to sell at a price of $490. In 1915 Durant used

Chevrolet to reacquire control of General Motors, and in 1916 Chevro-

let sales were 62,522 cars, which increased to 125,004 in 1917 (Kimes

and Ackerson 1986), vaulting Chevrolet into fourth place in the indus-

try. Ultimately, in 1927 Chevrolet displaced Ford as the number one

seller in the industry and propelled General Motors to become the leader

of the industry.

Durant Motor Company

After another buying spree at General Motors, Durant lost control for

good of General Motors in 1920. In 1921 he organized Durant Motors

Company Inc. The company was capitalized at 1 million shares with no

par value, and initially 500,000 shares were issued at $10 per share.

These shares were fully subscribed to by sixty-seven personal friends of

Durant, who in total pledged to buy $7 million in stock. Many of his

prior associates at Chevrolet and General Motors joined Durant. Offices

were set up in New York, and plants in Flint, Long Island City, New

York, and later Muncie, Indiana, were established.

Durant’s first product was a four-cylinder car that was well received.

He was more successful with the Star car introduced in 1922 at prices
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as low as $319. In 1923 Durant Motors attained fifth place in the indus-

try, after which it declined but remained among the industry leaders for

the rest of the 1920s. Durant again wanted to sell a full range of cars,

and he purchased Locomobile, which was producing an unsuccessful

luxury car that proved unsuccessful as well at Durant Motors. Durant

Motors started losing money in the latter part of the 1920s and ceased

producing in 1932.

Other Top Spin-Offs

There were two other spin-offs, Paige-Detroit Motor Company and the

Chandler Motor Company, that made it into the ranks of the leaders

but were not descended from Olds, Cadillac, Ford, and Buick/GM. Two

of Olds’s descendants, Maxwell and Chalmers, also were combined into

Chrysler Corporation, which eventually joined GM and Ford as one of

three powerhouses of the industry. These three firms are reviewed.

Paige-Detroit Motor Company

Fred Paige was president and general manager of Reliance Motor Car

Co. of Detroit, which built two-cylinder cars until 1907, after which it

concentrated on trucks. It was sold to General Motors in 1909, and

Paige left and enlisted an engineer, Andrew Bachie, to design an automo-

bile with a three-cylinder, two-cycle motor generating 25 horsepower.

Harry Jewett was born in Elmira, New York, in 1870. He managed

coal mines and started his own retail coal distributorship in Detroit in

1895. In 1909 he teamed with Paige to found Paige-Detroit Motor Com-

pany, with Paige as president. The company was capitalized at $75,000,

with Jewett and his friends the main investors (Kimes 1996).

The initial car was not successful, and Jewett replaced Paige as presi-

dent. Through further experimentation and additional hiring, eventually

a successful car was developed, and the company prospered through

careful management. Paige-Detroit produced 4,631 cars in 1914, 7,749

in 1915, and 12,456 in 1916, attaining fifteenth place in the industry in

1916. It subsequently slipped below fifteenth place but returned to the

ranks of the leaders in 1925 and was sold to the Graham Brothers, who

had been leading truck producers, in 1928 (Sudzarek 1996).
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Chandler Motor Company

Frederick Chandler was born in Cleveland in 1874. After two years of

high school, he began working for H. A. Lozier and Company of Cleve-

land, a manufacturer of sewing machines and bicycles. Lozier sold its

bicycle business and in 1905 introduced a high-quality car that was im-

mediately successful. Chandler became the manager of Lozier’s sales

agencies in the United States and Europe. The principal stockholders of

Paige-Detroit were at the heart of an investing group that raised $1 mil-

lion to acquire control of Lozier in 1910 and move it to Detroit (Davis

1988) to compete in the luxury market with Packard of Detroit. Chan-

dler became vice president and general manager in 1911.

Lozier sold some of the most expensive cars in the United States

Chandler tried to get it to produce a lower-priced car but was unsuc-

cessful. In 1913 he and four other Lozier executives, including the sales

manager, experimental engineer, treasurer, and the New York branch

manager, resigned and formed Chandler Motor Car Co. with an author-

ized capital of $425,000. They had temporary quarters in Detroit but

Chandler located permanently in Cleveland. They introduced a light,

six-cylinder car with many similarities to Lozier’s more expensive car,

and in 1915 they sold 7,000 cars. By 1926 Chandler was selling over

20,000 cars, which qualified it for seventeenth place in the industry.

When it experienced hard times in 1928, it was sold to Hupp Motor

Car Company.

Chrysler Corporation

Chrysler was not a spin-off but was an outgrowth of two earlier spinoffs,

Mawell-Briscoe and Chalmers (originally E. R. Thomas-Detroit). After

the failure of the U.S. Motors merger, Maxwell-Briscoe was effectively

reorganized as Maxwell Motors. Walter Flanders traded stock in a fail-

ing company he had formed for cash and stock in Maxwell and assumed

its leadership. Maxwell inherited numerous plants from U.S. Motors, but

Flanders sold off many of them and concentrated manufacturing opera-

tions in the Midwest with headquarters in Detroit. He focused the com-

pany on a new Maxwell line that was successful, and Maxwell returned

to the ranks of the industry leaders. In 1917 a deal was struck with

Chalmers, which was experiencing hard times, to lease the plants and
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assets of Chalmers for five years for $3 million. Flanders retired in 1919

with the company in good shape, but it subsequently declined.

Walter Chrysler was born in Ellis, Kansas, in 1875. He came to De-

troit to work for Buick and rose to become president of Buick, but quit

in 1919 over a disagreement with William Durant about the manage-

ment of Buick. He was brought in to reorganize Maxwell and Chalmers

in 1921 when he was still reorganizing Willys-Overland, another major

firm that was experiencing financial difficulties. He introduced a new

car at Maxwell that resembled a car he had commissioned at Willys-

Overland, and the company evolved into Chrysler. The car was very suc-

cessful, and when Chrysler subsequently acquired the Dodge Brothers in

1928 it had the full slate of cars it needed to compete with GM and Ford.

General Themes

A number of patterns emerge from the histories of the spin-offs.

Strategic disagreements and control changes were common in the first

twenty years or so of the automobile industry and played an important

role in the formation of spin-offs. Indeed, the founding fathers of the in-

dustry in Detroit—Ransom Olds, Henry Ford, Henry Leland, the Dodge

Brothers, and William Durant—all left their companies after a major

strategic disagreement and started one or more prominent spin-offs.

Other prominent spin-offs that resulted from disagreements include

Maxwell-Briscoe, E. R. Thomas-Detroit, Hudson, Brush Runabout,

Oakland, and Chandler. Strategic disagreements also led a number of

the founders of prominent spin-offs, such as Maxwell at Northern, Cof-

fin and Chapin at E. R. Thomas-Detroit, Everitt, Metzger, and Flanders

at E-M-F, and Hupp at Hupp Motors, to leave their firms to found new

spinoffs.

Many of the disagreements involved the types of automobiles that

would be most profitable to develop. A number of the spin-offs were

founded when the parent firm was not willing to depart much from its

successful strategy even when the industry was evolving in new direc-

tions. This was particularly true when parents resisted suggestions by

employees to produce a smaller variant of the parent’s car. E. R.

Thomas-Detroit, Hudson, Chevrolet, and Chandler are examples of
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such spin-offs. Brush Runabout and Oakland are also instances of an

employee with expertise in smaller cars leaving when the parent, Cadil-

lac, drifted over time into larger cars. Maxwell-Briscoe was started under

similar circumstances. The reverse reason motivated the leading spin-offs

that came out of Ford Motor Co. Ford channeled all its energy into the

Model T and resisted incorporating many new developments into the

Model T that might have necessitated the development of new, higher-

quality models. Both E-M-F and the Dodge Brothers followed many of

Ford’s practices but produced higher-quality, more expensive cars, while

Hupp began with a car similar to the Model T but soon migrated into

larger cars.

The founders of the leading spin-offs were prominent men who had

amassed some wealth, but generally not enough to finance their firms

alone. Consequently, they had to seek finance elsewhere, mostly from

wealthy individuals, as few firms were able to attract finance from banks

or investment bankers such as J. P. Morgan. These wealthy individuals

had little knowledge of either the technology or market for automobiles

and thus had to rely on the advice of others to guide their investments.

Not surprisingly, the men who played this advisory role came from the

automobile industry itself, but unlike modern venture capitalists, they

also generally participated in the management of the firms they helped

to finance. Nearly all the spin-offs had such men, including Benjamin

Briscoe (Maxwell-Briscoe), Reuben Shettler (Reo), E. R. Thomas (E. R.

Thomas-Detroit), Roscoe Jackson (Hudson), Hugh Chalmers (Hudson,

Saxon), Frank Briscoe (Brush Runabout), Henry Leland (Lincoln), Bar-

ney Everitt and William Metzger (E-M-F), John and Horace Dodge

(Dodge Brothers), and William Durant (Chevrolet and Durant Motors).

Like modern venture capitalists, a number of these individuals, as well

as others such as Jonathan Maxwell, Roy Chapin, Howard Coffin,

Alanson Brush, Robert Hupp, and Walter Flanders, were also involved

in multiple spin-offs, many of which did not make it into the ranks of

the industry leaders.

Thus, incumbent firms served as the breeding grounds for both

employees who left to found their own firms and the men who helped

finance these firms. This imparted a self-reinforcing character to the

growth of the industry around Detroit beginning with Ransom Olds.
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Indeed, Ransom Olds had a profound influence on the evolution of the

industry in Detroit, much as Charles Brush had on the industrial devel-

opment of Cleveland around the same time (see chapter 1, this volume).

This began with Olds’s subcontractors. It was presumably the experience

that Henry Leland gained supplying Olds with engines and transmissions

that led the frustrated stockholders of Henry Ford Company to turn to

Leland for advice about what to do with their assets. Without Leland’s

counsel and later involvement in the company, almost surely the stock-

holders would have dissolved their company and Cadillac would never

have emerged. Presumably it was also the experience the Dodge Brothers

got supplying Olds with engines and transmissions that enabled them to

evaluate the prospects of Henry Ford’s third start-up and decide to be-

come centrally involved in the production of its cars. Given Ford’s failure

to actually produce cars in his two prior ventures and the scanty finance

he raised for Ford Motor Company, it seems likely that without the

Dodge Brothers, there would never have been Ford Motor Company

and later the Dodge Brothers Motor Car Company. Yet another of

Olds’s subcontractors, the Briscoe Brothers, played a prominent role in

the early financing of Buick, Maxwell-Briscoe, and Brush Runabout, all

of which became leading firms.

Ransom Olds’s influence transcended his subcontractors. He himself

later left Olds Motor Works and was involved in the founding of Reo,

another major firm. The financing for Reo was organized by Ruben Shet-

tler, one of the financiers of Olds Motor Works when it expanded into

automobiles. Olds also employed Coffin, Chapin, Jackson, and Hupp,

all of whom were involved in the founding of important spin-offs

and played a role in attracting finance from wealthy individuals. Olds

employees also started a number of other spin-offs and were prominent

in the management of many top firms, leading one writer to dub Ransom

Olds as the ‘‘schoolmaster of motordom’’ (Doolittle 1916).

Another important individual whose influence operated centrally

through his financial and organizational skills was William Durant.

Durant had made his original fortune in the carriage and wagon industry

by capitalizing on a cart technology that he acquired the rights to and

then raised a considerable amount of money to exploit in his newly

formed firm, the Durant-Dort Carriage Company. He did much the
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same thing in Buick. He carefully tested the novel engine that the Buick

Motor Company had developed and then, using his reputation and con-

tacts, raised a great deal of money from wealthy individuals to finance an

enormous expansion of Buick. Given how poorly Buick was performing

up to Durant’s involvement, it seems likely that without Durant, Buick

would have died and General Motors would never have gotten started

in Detroit. Moreover, Durant did much the same thing with both Chev-

rolet and Durant Motors, and it was Chevrolet that General Motors

used to displace Ford and become the leading firm in the industry.

Other financiers also played key roles in a number of the leading spin-

offs in Detroit. Hugh Chalmers, who was brought into the industry from

NCR, helped finance Hudson and was instrumental in the finance of

Saxon. Barney Everitt, William Metzger, and especially Walter Flanders

were also key individuals who helped finance and manage E-M-F and

other, lesser spin-offs. Like Chalmers, these men were drawn to Detroit

from elsewhere, as were many of the important participants in the indus-

try like Jonathan Maxwell and Walter Chrysler. A key part of the spin-

off story is that although these men originated elsewhere, when they

founded new firms, they invariably located them in Detroit or nearby.

In part, this may have had to do with raising money from local men,

who no doubt preferred to invest in companies they could more easily

monitor. But it also seems likely that the broader economic and social

roots of the founders of the spin-offs kept them from venturing very far.

The net result was that Detroit became the capital of the U.S. automobile

industry, driven in large part by the experienced automobile men who

were central figures in the finance of the spin-offs emanating from Olds

Motor Works, Cadillac, Ford, and Buick/GM.

The influence of these spin-offs transcended Detroit. Judging by the list

of innovations compiled by Abernathy, Clark, and Kantrow (1983), the

spin-offs were prominent innovators in the industry. Abernathy, Clark,

and Kantrow identified fifty innovations between 1902 and 1925 that

had a rank of 4 or greater (7 was the highest rank) in terms of their

impact on the production process. These generally constituted the most

important innovations in the industry. Twenty-six of the fifty were intro-

duced by General Motors and Ford, with Ford itself a spin-off. Thirteen

of the other twenty-four innovations were developed by seven of the
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spin-offs descended from Olds, Cadillac, Ford, and Buick; this increases

to fifteen of the twenty-four innovations if E-M-F is included.11 Auto-

mobile innovations tended to diffuse rapidly, suggesting that the social

returns to innovation significantly exceeded the private returns. As such,

the spin-offs generated substantial social returns through the innovations

they introduced. At times, they also compensated for deficiencies in their

parents that led their once-successful parents to decline when they were

unable to respond to technological advances. As such, the spin-offs pro-

vided insurance against the obsolescence of their parents.

At the same time, the parents of the spin-offs were seemingly impor-

tant influences on their offspring. While spin-offs produced different cars

than their parents did, there typically was much overlap between their

cars and those of their parents, suggesting they learned valuable lessons

from their parents. Maxwell-Briscoe initially developed a car with sim-

ilar innovative features to Northern’s. E. R. Thomas-Detroit initially pro-

duced a car that was a cross between the Curved-Dash Runabout of its

parent and higher-priced cars. Hudson’s first car was a less elaborate

and cheaper version of the car Howard Coffin had designed for E. R.

Thomas-Detroit. Oakland initially produced a car that Alanson Brush

had developed at Cadillac. E-M-F sold a high-quality car at a relatively

low price by exploiting the advantage of a large-output production pro-

cess that Flanders had helped develop at Ford. Robert Hupp designed a

car that even Henry Ford envied. The Dodge Brothers produced an

improved version of the Model T. Chandler produced a smaller and less

expensive variant of Lozier’s luxury car. More generally, the fact that

nearly all the spin-offs that made it into the ranks of the leaders were

descended from Olds, Cadillac, Ford, and Buick suggests that the leading

firms were especially fertile places to learn about the organizational and

technological challenges facing automobile firms.

If indeed spin-offs learned valuable lessons from their parents and then

went on to develop innovations that contributed importantly to the tech-

nical advance of the industry, the process of economic growth involving

the spin-offs would seem rife with externalities. Whatever lessons they

learned from their parents were unintended by-products of their pa-

rents’ efforts. To the extent the spin-offs developed important innova-

tions that quickly diffused throughout the industry, they were not able
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to appropriate the full value of their innovations. Since 1925 there has

been virtually no entry into automobiles, by spin-offs or any other firms.

Consequently, the automobile industry has lost a force that compensated

for the conservatism of many of its leaders and helped propel its technol-

ogy forward. As the number of firms remaining in the industry has

dwindled, authority for choosing which innovations to pursue has be-

come concentrated in an ever smaller number of producers. This may

help explain why the big three U.S. firms have been so vulnerable to

international competition from later entrants and why Detroit and neigh-

boring cities like Flint, once vibrant and growing, have stagnated. With-

out its spin-offs, the United States no longer seems to be the major source

for technological advance in automobiles that it once was.

Notes

I thank Peter Thompson for many helpful discussions. Support is gratefully
acknowledged from the Economics Program of the National Science Foundation,
Grant No. SES-0111429, and from IBM through its faculty partnership awards.

1. This section draws from Epstein (1928), Federal Trade Commission (1939),
Rae (1959), and Smith (1968).

2. Entry and exit dates are based on the first and last year of commercial pro-
duction of all makes of a producer. Mergers and acquisitions were treated as
continuations of the firm whose name was retained, or in the case of mergers
the largest firm involved, with the other firms treated as exits.

3. In addition to Detroit, the Detroit area was defined to include the following
locations in Michigan, all of which are within approximately 100 miles of
Detroit: Adrian, Chelsea, Flint, Jackson, Marysville, Oxford, Plymouth, Pontiac,
Port Huron, Sibley, Wayne, and Ypsilanti. The boundaries of this region were
chosen to reflect multiple locations of some of the firms within the region.

4. Even these figures understate the dominance of Detroit, with two of the other
three prominent non-Detroit firms having links to Detroit. One, Studebaker,
entered initially by marketing the cars of a Detroit company, E-M-F, that it later
acquired. The other, Nash (originally Jefferys), was a leading firm acquired by
Charles Nash, the ex-president of General Motors, in 1916.

5. See Klepper (2002b) for a detailed description of how the firms were
classified.

6. The history of Ransom Olds’s enterprises is recounted in May (1977).

7. The history of Cadillac is recounted in Leland (1966).

8. See Nevins (1954) and Yanik (2001) for Flanders’s role in Ford Motor
Company.
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9. See Dunham and Gustin (1992) and Weisberger (1979) for a history of Buick.

10. The histories were reconstructed from Kimes (1996), Kollins (2002a, 2002b,
2002c, 2002d), Sudzarek (1996), and various company accounts that are noted.
All production figures are from Bailey (1971). One of the firms that is reviewed,
E-M-F, was not classified as a spin-off because it built on two prior entrants, but
it was sufficiently like a spin-off to warrant having its history recounted.

11. No other firm was especially innovative during the 1902–1925 period, with
the other nine top-ranked innovations each introduced by a different firm.
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3
Why Did Finance Capitalism and the Second

Industrial Revolution Arise in the 1890s?

Larry Neal and Lance E. Davis

In the last quarter of the nineteenth century and the first decade of the

twentieth, the separate worlds of technology and finance were both

transformed, much as they were in the last decade of the twentieth and

continue to be in the first decade of the twenty-first. In technology, his-

torians of science now regard the scientific breakthroughs that occurred

in this period as defining the research agenda that spawned the scientific

miracles of the twentieth century and continue to transform our daily

lives. Concentrated in this short time span were inventions of electric

generators, dynamite, photographic film, light bulbs, electric motors, in-

ternal combustion engines, steam turbines, aluminum, and prestressed

concrete—and all this even before the turn of the century. The pre–

World War I surge of invention culminated with airplanes, tractors,

radio, plastics, neon lights, and synthetic fertilizers in the first decade of

the twentieth century. So marvelous were these transformations of mat-

ter and energy that, arguably, scientists of the late eighteenth century

would have had difficulty comprehending the devices that were in com-

mon use throughout the advanced industrial economies in 1914. But the

conceptual grasp of an Edison or a Tesla, according to Vaclav Smil

(2001), could probably take in discussions of modern scientific endeav-

ors as related in, say, a recent issue of Scientific American. The scientific

concepts that underlay the technological advances of the Second Indus-

trial Revolution are still evolving today, but at the time they represented

an unprecedented breakthrough in the advance of human knowledge.

This episode of explosive inventiveness remains a benchmark for tech-

nological progress to this day. Economic historians label this period

as the Second Industrial Revolution, when the technological basis of
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modern industry began its shift from steam power to electricity, the fuel

basis from coal to oil, transportation from rail to auto, and fabrics from

cotton to synthetics of rayon and nylon. Financial historians label the

same period either the classical gold standard or the spread of finance

capitalism. The years 1880 to 1913 saw the spread of the gold standard

throughout the industrialized world; the rise of joint stock banks in the

United States and Germany to compete internationally with the great

merchant banks of Britain; the explosion of new corporations whose

shares were traded on the stock exchanges of London, New York, and

Berlin; futures markets in organized commodity and currency exchanges;

holding companies; and trust companies.

Financial historians have been struck for some time with the similar-

ities in patterns of innovation, speculation, currency crisis, and financial

panics that occurred in both the 1890s and the 1990s. The 1990s saw

the full emergence of a global financial market; the 1890s witnessed the

spread of finance capitalism. Historians of technology are already seeing

analogies between the wave of scientific breakthroughs at the turn of

the nineteenth century with those occurring at the turn of the twentieth

century, even if the basis for scientific advance has moved from electro-

chemical-mechanical interactions to biochemical and electronic inter-

actions. The 1990s experienced the information technology revolution

world wide; the 1890s underwent the Second Industrial Revolution

based on electricity and petroleum. In short, there is ample reason to

explore the interactions of economic growth, technological advance,

and financial innovation of the 1890s in order to comprehend better the

internal dynamics of the 1990s and the start of the twenty-first century.

We see clearly that the rapid rise of information technology has inter-

acted positively, and to excess, with the rapid rise of the global financial

market. It seemed apparent to observers of events at the turn of the pre-

vious century as well that the rapid spread of new technology in electric-

ity, telephony, wireless, and petroleum owed much to the concurrent rise

of finance capitalism. Indeed, Joseph Schumpeter built his entire theory

of business cycles and the internal dynamic of capitalism on the interac-

tion of the worlds of finance and technology, based on his observations

of developments in Europe and the United States in the late nineteenth

and early twentieth centuries. More recently, Carlota Perez (2002) has
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expanded Schumpeter’s ideas into a general theory of bubbles, both fi-

nancial and technological, at the end of golden ages.

In both historical epochs, the leading country in developments in both

finance and technology was the United States. Why this was so at the

turn of the nineteenth century, and continues to be so at the turn of the

twentieth century, we believe, lies in major part in the particular features

of the American financial system with its complementary array of finan-

cial intermediaries and capital markets. In both epochs, the United States

stood apart from the other leading industrial nations in the fragmenta-

tion and diversity of its banking system. The repeated banking crises

under the national banking system of the late nineteenth century led

eventually to the formation of the Federal Reserve System in 1914. The

disintermediation that arose from the inflationary shocks of the 1970s

led to a strengthening of the Fed’s regulatory powers and independence

from government control. While standard histories focus on the policy

responses to the banking crises that occurred in each case, our attention

focuses on the competitive responses that occurred in the capital markets

of the United States as well. In the 1890s, new financial intermediaries

arose—trust companies—that invested directly in securities traded on

competing stock exchanges throughout the country. In the 1970s, new

financial intermediaries also arose—money market mutual funds—that

invested directly in high-yielding government securities trading on ex-

changes. The competitive quality of American capital markets contrasts

as well as American banking fragmentation with the financial sectors in

other leading industrial nations. While much of the theoretical literature

of finance finds it useful to regard financial institutions and capital mar-

kets as substitute forms of financial intermediation, the historical experi-

ence highlights their complementarity in the long run.

Moreover, these distinctive features of the American financial sector

meshed well with the peculiarities of the emerging technologies. Studies

of new technology show that some of them require privileged infor-

mation to become effectively operable, while others need open access

to other innovators and potential users to become commercially viable.

Privileged information technology required personal finance such as

provided by relationship bankers; open access technology required im-

personal finance available through open capital markets. When a new
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technology became commercially profitable, it attracted the attention of

talented scientists and technical experts. In the American case, continued

innovations and advances in productivity followed as a new technology

diffused rapidly throughout the economy.

Liquid and deep capital markets are especially important for the fi-

nance of what Charles Perrow (1986) calls ‘‘loose coupling’’ or ‘‘non-

linear’’ technologies. Electricity was such a technology at the end of the

nineteenth century, as was information technology at the end of the

twentieth century. The earlier technologies derived from iron and steel

and industrial chemicals were what Perrow calls ‘‘tight coupling’’ or ‘‘lin-

ear’’ in nature. Lending officers in banks could see clearly what a pro-

posed innovation in the production processes of iron, steel, soda, and

sulfur could accomplish at the level of an individual plant or firm. To re-

alize the commercial prospects for electricity, telephony, or the Internet,

by contrast, a firm needs complementary inputs from a social infrastruc-

ture. Financing the infrastructure of transmission lines or fiber-optic

cables needed to make the new technology commercially viable requires

access to large, liquid capital markets. We argue that a financial system

concentrated excessively on either capital markets or banks cannot re-

spond effectively to the financing needs of developing technologies. As

technologies emerge from breakthrough scientific concepts to diffusion

of generally useful applications, their financing needs to evolve as well—

from personal or relationship finance of privileged technical knowledge

to impersonal, capital market finance of networks of varied applications

of the new technology.

In this chapter, we argue that the deflationary decade of the 1890s and

the subsequent gold inflation decade of the 1900s provide a laboratory in

which it is possible to study the distinct natural experiments that were

being conducted with respect to institutional arrangements of finance.

By institutions, we mean the rules, both formal and informal, that gov-

erned the operation of the global financial market of the time; by natural

experiments, we mean the changes in regulations of the financial inter-

mediaries and financial markets and the innovative responses by the

financial intermediaries that operated on these markets.

These experiments in the financial sectors of the United States, Great

Britain, and Germany were conducted at the same time that new technol-
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ogies were exploding (sometimes literally) into each economy. Both the

new technologies and the financial experiments undertaken in the 1890s

created new opportunities for investors and their financial agents or

intermediaries in all three countries. Our tentative conclusion is that the

financial experiments that exploited the possibilities of expanding the

scope of financial markets, as opposed to strengthening the security of

the banks, succeeded in generating more rapid economic growth for

their economies as the twentieth century began. But that conclusion is

predicated on the assumption that banks and capital markets provided

complementary financing for the emerging technologies in Germany and

especially in the United States over the period 1880 to 1914. Banks

developed relationships with inventive firms that were creating and

exploiting proprietary information, while capital markets allowed large-

scale systems of production and distribution to arise that propagated

generic knowledge on a scale never before imagined.

The Financial Experiments of the 1890s

Comparing the different financial systems that had arisen in the core

countries of the industrialized world in the earlier century and how they

initiated or responded to the technological revolutions of that era will

help us answer the question of private-public priorities and how they in-

teract in the technological and financial spheres, at least for that past ex-

perience. For this purpose, we draw on our previous work dealing with

the impact of the continued deflation that occurred in the first twenty-

five years of the classical gold standard, 1873 through 1897, on financial

markets in the advanced industrial countries, and the responses that

occurred in the major stock markets of London, Berlin, and New York

(Davis and Neal 2004).

The pressures of persistent and widespread deflation culminated in the

1890s, as every country adhering to the gold standard experienced di-

rectly or indirectly the effects of a series of financial shocks. After 1897,

by contrast, a combination of gold discoveries, improved technology for

exploiting known gold reserves, and the withdrawal of certain countries

from the competition for gold reserves relieved deflationary pressures.

Only the systemic crisis of 1907–1908 and the pressures of preparation
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for potential war, which did break out in 1914, marred the persistent

expansion of the global financial system over the period 1897 to 1914.

This period of gold inflation also spurred rapid economic growth in the

core industrial countries and a continued outpouring of technical prog-

ress and rising productivity.

On all fronts—economic growth, financial expansion, and technical

progress—the United States led the world then, as it has in the more

recent period. Britain, which had earlier developed the institutions in fi-

nance and technology that made it the world’s first industrial nation,

seemed to falter when confronted with the challenges of financing the

networks of infrastructure required to exploit the new technologies.

Consequently, its rate of growth slackened, mainly because of lower

rates of technical progress. Germany, by contrast, seemed to take up the

American challenge in electricity, organic chemistry, and automobiles,

but its reliance on financing led by the great banks eventually slowed its

development of the new social infrastructure and new technology. Ger-

man banks focused on rates of return, not rates of technical progress.

The German capital markets reflected the political fragmentation of

imperial Germany by marketing local and state government debt. Some

excellent examples of electrical lighting and transport arose in some

German cities as a result, but at the national level, finance was directed

toward the military-industrial complex, not the scientific-industrial

complex.1

To explain these differences among the financial sectors responsible for

funding the development of new technologies at the time, we have fo-

cused in earlier work on the deflationary shock that each country experi-

enced over the period 1873 to 1897, which culminated in the 1890s

(Davis, Neal, and White 2004). We argued that persistent deflation in

the Atlantic economies of the late nineteenth century created financial

pressures on debtors, especially governments and railroads, that led to

widespread financial crises in the 1890s. Faced with a common shock,

the major stock exchanges in the first global financial market neverthe-

less responded in quite different ways—the result of differences in their

political and legal environments and the persistence of their respective

microstructures. Their distinctive responses to the challenges of deflation

at the time provide a natural experiment for examining the results of dif-
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ferent government policies and different financial innovations for the ef-

fective functioning of capital markets. We conclude that the New York

and London stock exchanges were the most innovative, and their inno-

vations the most beneficial for the long-run growth of their respective

economies. New York’s innovations, however, confronted directly the

challenges of competition by other exchanges in New York and the rest

of the United States, while London’s self-interested responses constrained

competition among its members. The regulatory reforms of the stock

exchanges in Berlin and Frankfurt, by contrast, were the least helpful

for the German economy up to the outbreak of World War I.2

The core industrial countries of the time—Great Britain, Germany,

and the United States—each differed from the others in at least one im-

portant political or legal respect. Great Britain had a centralized political

system with the financial power and the major capital market located in

London, while Germany and the United States were more fragmented

politically so that financial power and capital markets were more dis-

persed. There were also dramatic differences in their legal systems: Brit-

ain functioned on the basis of precedent-driven, judge-decided common

law, overridden by statutory law of the central government when it was

applicable. Throughout the nineteenth century, the central government

restrained itself from any direct regulation of the stock exchanges, impos-

ing temporary rules only at the outbreak of World War I. As a result of

the dominance of common law with respect to stock exchanges in Great

Britain, there were a number of securities exchanges. Although the num-

bers fluctuated, between nineteen and twenty-two provincial exchanges

operated in each year between 1840 and 1914, and although the ex-

changes outside London tended to specialize in local issues, shunting

of orders among the exchanges was common until 1912. Moreover,

because of the internal rules of the London Stock Exchange (LSE), firms

were limited in size, and as a result, there were no branches of London

brokers or jobbers operating in Manchester, Bristol, or any of the other

twenty provincial markets.3

Germany and the United States were fragmented, federal political sys-

tems with financial power dispersed and with regional capital markets

that competed with each other. Moreover, Germany had its own version,

or versions, of statutory civil law, and the United States had its own
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set of judges who interpreted common law in ways that increasingly

diverged from the British cases that were originally taken as the binding

legal precedents. While the United States was also based on common

law, often extending back to British precedents, judicial decisions had to

defer to statutory law as in Britain, but in the U.S., laws could and often

did vary among the several states. In the United States over the years

1800 to 1970, there were some 200 local exchanges that operated at

one time or another. That list includes such places as Spokane, Washing-

ton, hardly a major financial center. However, there were no constraints

on the size on firms operating on the New York Stock Exchange (NYSE),

and although there were local stockbroking firms operating in the

regional markets, they faced direct competition from branches of

firms with seats on the NYSE. The result of that competition can be

seen in the distribution of business among the NYSE, other New York

exchanges, and the major exchanges located outside New York. In

1910, the NYSE handled 68.5 percent of the total number of all stocks

traded; other New York exchanges, 21.2 percent; and the regional

exchanges in Boston, Philadelphia, and Chicago, 10.4 percent. In terms

of the value of bonds traded, the NSYE handled 90.6 percent, other

New York exchanges 1.5 percent, and the three regional exchanges, 7.9

percent (Michie 1987). In Germany, the unification of the Reich in 1871

under Prussian domination meant that the great universal banks concen-

trated their stock market activities in Berlin, at the expense of the Frank-

furt exchange, which had been the leading stock exchange in Germany

previously. The various regional exchanges in Germany soon lapsed

into their respective niche markets, leaving the major market for govern-

ment, railroad, mining, and industrial securities to the Berlin exchange

(Gömmel 1992).

To sum up, one could argue that the fundamental institutional differ-

ences that created the distinctive American financial system came from

the competitive environment of a federal political system combined with

the permissive character of the American version of common law. Legal

scholars have noted that American judges in the nineteenth century fo-

cused on allowing free access to a market, while British judges focused

on allowing trade associations to set and enforce their internal rules—

rules that often protected incumbent firms from competition by out-
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siders. It is ironic that in the case of the major stock exchanges, however,

U.S. statutory law protected the NYSE from antitrust legislation on

grounds that it was a club, while U.K. statutory law appeared to protect

access of new entrants to the LSE. Competition from regional exchanges

and alternative exchanges even in New York, however, kept the NYSE at

the forefront of providing external finance for firms exploiting the new

technologies. Gradual erosion of competitive forces within the LSE after

1890, as we explain below, limited its role in financing new technologies

by British firms. Outsiders with a new technology to finance therefore

stood a better chance of attracting the necessary funds from the variety

of sources available in the American financial system rather than from

a less competitive financial sector in Great Britain or Germany (Davis

1966).

The Effect of Deflation on the U.S. Financial Markets

According to Kenneth Snowden’s analysis (1990), in the United States it

was the continued effect of the deflation on the values of that nation’s

huge stock of railroad bonds that motivated the innovative responses of

the NYSE in the 1890s. Snowden points out that the market response

to persistent deflation in the United States—deflation that raised the

real price of railroad bonds—first increased the wealth of existing bond-

holders, but then decreased the interest rate on bonds purchased by new

investors. Because the U.S. railroad companies were private enterprises

that lacked financial backing from the federal or state governments,

they had originally offered very favorable terms to bondholders—terms

that included not only high nominal interest rates but also a guarantee

that the bonds would not be called or redeemed if their market price

rose above par. As the price of more and more bonds did rise above

par, railroads found themselves in the unpleasant position of having to

continue to lay out high fixed nominal interest payments while at the

same time they faced falling prices for their freight and passenger ser-

vices. Moreover, they could not take advantage of the falling market

yields to replace high-interest debt with new low-interest bonds, because

they would have to buy the existing bonds at market prices; and they

could not turn to the money markets to cover those costs because the
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value of the collateral available to back new bonds was declining due to

the general deflation.4

The management of the American railroads responded in a variety of

ways to this financial dilemma. Their strategies included attempts to

maintain high prices through monopolistic cartel arrangements and

financing further construction by selling stocks and bonds of newly in-

corporated railroad companies, rather than carrying out those opera-

tions through the established firms. Ultimately, however, their best

recourse was to declare bankruptcy and throw themselves on the mercy

of a judge’s decision about the appropriate method for settling creditors’

claims. At the time, there was no federal bankruptcy law, and therefore

railroads declaring bankruptcy not only had the advantage of suspend-

ing interest payments while continuing normal operations during the

time that they were in the hands of a receiver, but they also had some

discretion in picking the judge, or at a minimum, the state that had juris-

diction over the legal proceedings and would decide the terms of reorga-

nization (Campbell 1938). By the end of 1895, the series of competitive

bankruptcies had put 25 percent of the total U.S. railroad mileage into

the hands of receivers.

The suspension of interest payments to bondholders brought invest-

ment houses into the center of the reorganization schemes that were pro-

posed in the series of attempts made to restore the long-run viability of

American railroads. Three interrelated courses of action were developed

and deployed: first, to replace the outstanding bonds with new bonds

bearing a lower coupon rate; second, to write down the principal of out-

standing bonds at the same coupon rate (essentially a partial default);

and third, to substitute contingent income claims, usually in the form of

preferred stock, for the existing bonds (Snowden 1990). The Union

Pacific Railroad, which was not only the largest of the bankrupt roads

but a railroad that was also the leading innovator in designing new fi-

nancial assets, issued stock warrants—warrants that could be converted

to bonds if the market price recovered. Across the board, the net result

was to restore the profitability of American railroads, and profitability

led to a new surge of investment in the period 1897 to 1907—investment

that was focused on double-tracking, rail yards, and stations rather than

on new routes (Neal 1969).
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It has been argued that investors confronted with the uncertainty of

the future yields on their holdings of railroad bonds turned to other pos-

sibilities for maintaining their rentier incomes. Snowden (1990), for ex-

ample, concludes:

Had deflation and a reduction in yields not appeared in the late 19th century,
as market participants expected, there would have been far less incentive for
the stockholders of railroads to default. . . . In the absence of the delays created
by the reorganizations, the rapid growth of rail capitalization that manifested it-
self between 1900 and 1913 would have continued to focus the attention of the
investment houses and the bulk of investors primarily on the rails. The industri-
als, on the other hand would not have benefited from the change in investor atti-
tudes that resulted from widespread rail bankruptcy. As a result, the market for
industrial shares would have developed more slowly and been shaped to a larger
extent by the individual promoters who began the process in the early 1890s.
(405)

This scenario, however, while perhaps containing an element of truth,

badly distorts the importance of the financial shenanigans of railroads in

the evolution of the market for commercial and industrial securities. The

sources for railroad finance were not severely limited after the 1890s, nor

were the investment banks that had previously focused on railroad fi-

nance the leaders in developing finance for commercial and industrial

corporations thereafter.5 The effects of the railroad reorganizations,

however, were reflected in some of the changes that occurred in the

NYSE during the 1890s, as Snowden suggests. Although it would be an-

other two decades before industrial and commercial securities became

the center of activity on the NYSE, it is certainly true that the market

for that sector’s securities, especially preferred stock, became both for-

malized and important in the 1890s (Navin and Sears 1955). Moreover,

Snowden is correct when he shows that the returns on these new secu-

rities were highly variable and provided investors with a high-risk but

high-return alternative to their traditional railroad holdings. Finding out

which alternative financial assets were most interesting to their respective

customers was a challenge common to each of the stock exchanges in

New York, London, and Berlin. Members of the NYSE and their com-

petitors and collaborators in the regional exchanges responded in partic-

ular ways that proved especially beneficial for promoting the creation

and spread of new technologies.
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While the stock market panics of 1890 and 1893, which demonstrated

to investors the risks now confronting them, produced government

investigations of the stock market’s operations in New York, only the

state legislature was involved. The legislators in Albany were easily, and

frequently, bribed into rescinding threatened regulations of the stock ex-

change. (It was also the case that regulators in New York City and Chi-

cago were easily convinced to give electric power franchises to Edison

and Insull, respectively.) The regulations of the NYSE were, however,

revised, but the revisions were made by the operators of the exchange.

The revisions came partly in response to the threat of competition from

other exchanges—the Consolidated in New York and the regional ex-

changes elsewhere in the country. Over time, however, they were revised

in large part because the competitive threat of other exchanges was

reduced. As competition weakened, the threat of members deserting to

other exchanges was reduced, and, as a result, the NYSE was able to

impose more constraints on its members.

In the last decade of the nineteenth century, the exchange was able to

institute two rule changes that strengthened its imprimatur of quality: a

clearing mechanism for trades and listing requirements for new secu-

rities. In 1892, after three failed attempts, the governors finally estab-

lished a clearing mechanism: a mechanism that was expanded until it

included almost all listed securities by the end of the century (Sobel

1965, Wilson 1969). Clearing reduced the costs of completing trades,

but was available only to members of the exchange and for listed secu-

rities. To list a security, the governing committee voted in 1895 to re-

quire that listed companies file annual reports, although it is clear that

their word was still not law; they received no reports in either 1895 or

1896. By 1900, however, annual reports, including both audited balance

sheets and profit and loss statements, became a prerequisite for both ini-

tial listing and retaining that listing (Sobel 1965). Both changes had been

long considered by the members to be in their interests, but the competi-

tive threats from other exchanges had previously prevented the govern-

ing committee from implementing them.

The NYSE’s listing requirement had the desired effect of establishing

the exchange as the blue chip market, creating an imprimatur of quality

that has lasted to this day. The imprimatur greatly advanced the educa-
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tion of unsophisticated American investors of the late nineteenth century,

and in so doing, it went a long way to solving the nation’s capital accu-

mulation and mobilization problems. The new requirements also greatly

aided the exchange in its battle with its chief New York rival, the

Consolidated Exchange. At the turn of the century, in terms of volume,

about two-thirds as many shares were traded on the Consolidated as

on the NYSE. Although competition continued through World War I,

the NYSE’s policies, which were designed to discourage members of ex-

changes located outside New York from dealing with the Consolidated

and to deny the Consolidated easy access to the NYSE’s prices, appear

to have blunted, if not halted, the competitive threat. In renewal of the

NYSE’s contract with Western Union in 1900, a clause was inserted

requiring Western Union to remove its telegraphs from the floor of the

Consolidated Exchange. Although the clause was not upheld in the

courts, the NYSE rigorously enforced rules against its members’ dealing

with members of the Consolidated and even opened an ‘‘Unlisted’’ de-

partment to take other business away from the Consolidated. After the

stock market crash of 1907, only the curb market remained, and it was

happy to serve as a complement to the NYSE, creating an initial market

for new firms as a proving ground before they grew large and stable

enough to be listed on the NYSE.6

The improvement in the NYSE’s imprimatur of quality also made it

possible to alter, although much less violently, its relationship with the

New York Curb market, providing an alternative, less formal market

for new securities issued by corporations including companies not listed

on the NYSE for whatever reason. Previously, the Curb had existed

somewhat uneasily alongside the NYSE. Between 80 and 90 percent of

its business was carried out on behalf of members of the formal ex-

change. Gradually, as the Curb became a recognized part of the evolving

securities market, its relations with the NYSE became better defined. In

1909, the representatives of the NYSE argued, ‘‘The curb market repre-

sents, first, securities that cannot be listed; second, securities in the pro-

cess of evolution from reorganization certificates to a more solid status;

and third, securities of corporations which have been unwilling to submit

their figures and statistics to proper committees of the Stock Exchange’’

(New York State 1909, 44). By 1900, a listing on the NYSE provided a
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substantial guarantee of stability, and the Curb provided a market for

riskier and more uncertain securities within the U.S. financial infra-

structure. The two had become complementary rather than competitive

organizations. Indeed, the Curb market provided the equivalent of what

venture capitalists in the 1990s called ‘‘mezzanine finance,’’ the interme-

diate stage of going public to a select groups of investors before listing on

the Big Board.

While new technologies were emerging rapidly in the United States at

the end of the nineteenth century, the accumulated effects of deflation on

the secondary market for securities in the United States were leading to a

series of innovative initiatives by businessmen engaged in stockbroking,

especially those fortunate enough to be members of the NYSE. Driven

primarily by the goal of restoring their incomes—incomes that had

declined because of the loss of business as their wealthiest customers

abandoned the stock market—the brokers took steps to retain their tra-

ditional customers and attract a wider customer base. To compensate for

the disappointing returns now available in the dominant securities, rail-

road stocks and bonds, they widened the range of products available.

Not only industrial and utility stocks in the new sectors, but also new

forms of railroad securities—securities such as warrants, preferred stocks,

and bond issues backed by specific forms of new capital—were pro-

moted by the NYSE. To reassure their clients, they imposed listing

requirements that steadily became more detailed and demanding. In

order to reduce the costs of operating the exchange, they finally created

a clearinghouse. To limit the threat of competition from competing ex-

changes, both within and outside New York, they tightened their control

over access to the ticker tape, providing up-to-date price information.

Meanwhile, regional exchanges, especially in Chicago and Cleveland,

brought shares to market of new companies in the emerging technologies

(Deere, McCormick, Dow, Standard Oil) as well as in local electrical

utilities and urban transport systems. The nation’s unit banks vied in

providing finance to local auto dealers so they could pay in advance for

orders from Detroit’s auto manufacturers.7 In short, different financing

techniques were available for different technologies at different stages of

their respective developments. The beneficial effects (beneficial at least

to the members of the NYSE) are seen in the turnaround in seat prices.
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From the lowest prices of $14,000 and $14,500 obtained on September

24, 1896, seat prices began a steady upward movement at the beginning

of September 1898 and rose steadily until leveling off in 1906, before

falling again after the crash of 1907 (see figure 3.1).

A similar sequence of events stemming from the general deflation in

the gold standard countries of the world was traced out in the three over-

seas stock markets. In Germany and the United Kingdom, members of

the leading stock exchanges sought ways as well to maintain their cus-

tomer base, mainly by offering their clients new financial products. The

characteristics of the new products, however, varied greatly across the

exchanges, depending on differences in their political and economic insti-

tutions, and their internal microstructure.

The Effect of Deflation in Other Core Financial Markets

London

The effects of continued deflation on bond prices and market returns

affected the LSE largely through the repercussions that the economic dif-

ficulties in the United States, South America, and Australia posed for

British investors—investors who had increasingly diversified their hold-

ings of securities in the global capital market that British merchant bank-

ers had created in the middle of the nineteenth century. The 1890s began

Figure 3.1
Seat prices: New York Stock Exchange, 1883–1914
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with a near escape from disaster brought about by the failure of the

House of Baring. That failure, in turn, can be traced to Argentina’s

default on bonds underwritten by what had been Britain’s leading

merchant bank. The story is well known. The Bank of England under

the leadership of its governor, William Lidderdale, organized a bailout

financed by an ad hoc consortium of leading London bankers.

Lidderdale’s response to the Baring crisis demonstrated the govern-

ment’s commitment to maintaining a regulatory and monetary environ-

ment within which the securities business could continue to flourish.

There followed a continued expansion of both the business of the LSE

and the size of its membership (see table 3.1 and figure 3.2). As in the

United States, commercial and industrial shares were the largest gainers

between 1893 and 1913. The impetus to their expansion came first in the

form of so-called debenture shares. These shares permitted breweries to

pledge the incomes they received from public houses tied to serve only

their brews toward payment of the dividends on new capital. The new

capital was issued precisely to purchase the exclusive vending rights

to beverages that had been sold in previously independent, free pubs.

Katherine Watson (1996) has documented the stock market boom in

brewery shares that ensued.

By the late 1890s, British investors became enthused about small-

denomination mining shares in the new claims on gold and diamond

mines created in South Africa. The ‘‘kaffir’’ shares led to such an increase

in trading business that special settlement days and procedures had to be

created to cope with the ticket claims—claims that often had changed

hands many times before the completion of the sale. Meanwhile, after-

hours trading in American shares expanded to meet the competition

that arose as New York brokerage houses established branches in Lon-

don to serve their British client (Michie 1999).

These new activities clearly bore higher risks for the members under-

taking them. Brutal evidence of the costs of risk taking for the small,

numerous firms making up the memberships of the LSE comes from

the accounts of the exchange’s official assignees. These individuals were

charged with administering the estates of defaulting members of the ex-

change until their creditors were paid off, at which time the defaulters

could be readmitted to membership upon approval of the Committee
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for General Purposes. By the end of the 1890s, the burdens of the official

assignees had grown so onerous that their salaries were frequently raised

and the size of their office staff enlarged. While the large number of

members and the strict limits on firm size created failures on a regular

basis in London, table 3.2 shows an exceptionally large number of

defaults in the 1890s with an unusually high level of outstanding debts

to be discharged by the defaulters.

To confront the problems raised by the increasing number and severity

of failures among the members despite the absence of banking or finan-

cial crises, a series of protective measures were taken by the LSE. The

Table 3.1
Value of shares quoted in the London Stock Exchange official list, 1853–1913

Class of Security 1853 1873 1893 1913

Value of shares in millions of pounds

British government and U.K. public
bodies

853.6 858.9 901.6 1,290.1

Colonial and foreign governments
and public bodies

69.7 486.5 1,031.5 2,034.4

Railways 225.0 727.7 2,419.0 4,147.1

Banks and financial institutions 13.1 113.2 199.5 609.1

Public utilities 24.5 32.9 140.3 435.8

Commercial and industrial 21.9 32.6 172.6 917.6

Mines, nitrate, oil, tea, and coffee 7.4 8.8 34.6 116.4

Total 1,215.2 2,260.6 4,899.1 9,550.5

Percentage of the value of shares

British government and U.K. public
bodies

70.2 37.8 18.4 13.5

Colonial and foreign governments
and public bodies

5.7 21.4 21.1 21.3

Railways 18.5 32.0 49.4 43.4

Banks and financial institutions 1.1 5.0 4.0 6.4

Public utilities 2.0 1.4 2.9 4.6

Commercial and industrial 1.8 1.4 3.5 9.6

Mines, nitrate, oil, tea, and coffee 0.6 0.4 0.7 1.2

Total 99.9 99.4 100.0 100.0

Note: Foreign government bonds payable abroad but quoted in London are not
included.
Source: Michie (1999, 89).
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body responsible for making the rules of the LSE was the Committee

for General Purposes (CGP), elected annually by the members who had

been admitted (by the same committee!) for the coming year. All of the

CGP’s rulings were designed to reduce risks for the majority of the mem-

bers using the facilities of the exchange. Over time, the main increase in

number of members came from members who were brokers, as opposed

to members who were dealers (jobbers), or market makers on the

exchange. Consequently, the new rules tended to favor brokers and to

restrict the range of activities available to dealers, so they could not un-

dercut brokers’ commission by shunting trades to other exchanges. As

dealers were the wealthier firms in the exchange, they had special influ-

ence with the owners of the exchange, who were holders of the initial

shares issued to finance construction of the exchange. Often the dealers

were shareholders as well, so they could use the power of the owners to

set hours of operation and access to other exchanges, especially using the

telegraph connections installed in the exchange. The proprietors, as the

shareholders were termed, concerned themselves mainly with increasing

the volume of business and the number of subscribing members on the

exchange as their income derived from the dividends declared annually

on their capital stock. The greater the number of members paying annual

subscriptions, the higher were the dividends that could be paid out to the

Figure 3.2
Members and proprietors of the London Stock Exchange, 1880–1914
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proprietors. The subscribing members, however, were concerned mainly

in maintaining their incomes from brokerage fees and occasionally from

underwriting the flotation of new firms.

The turning point in the balance of power between the dealers and the

brokers among the members came as early as 1875 and 1882 (see figure

3.2). The need to enlarge the facilities substantially led to a correspond-

ing change in the balance of power between the members (the dues-

paying traders operating on the exchange) and the proprietors (the

dividend-receiving owners of the original exchange building). Changes

in the deed of settlement (changes that were required to underwrite the

finance needed to pay for the construction of larger facilities) increased

Table 3.2
Size and number of failed members of the London Stock Exchange, 1879–1899

Year (ending March) Total commissions Number of failures

1879 £693:16:5 30

1880 £692:11:10 23

1881 £1,304:10:0 19

1882 £2,604:1:11 27

1883 £3,180:19:9 31

1884 £2,038:15:8 32

1885 £1,990:9:11 33

1886 £1,038:2:10 12

1887 £1,554:5:3 20

1888 £1,680:1:9 25

1889 £987:5:2 17

1890 £1,247:15:6 19

1891 £3,164:6:8 37

1892 £1,105:1:11 22

1893 £504:15:3 14

1894 £4,298:7:10 49

1895 £763:7:8 10

1896 £4,416:12:8 23

1897 £1,592:16:6 10

1898 £1,354:1:5 19

1899 £3,193:18:3 18

Note: Commissions are a fixed percentage of payouts to creditors.
Source: Guildhall Library, Ms. 14600/65, Minutes of the Committee for General
Purposes, February 15, 1897.
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the original 400 shares to 20,000 shares, and those changes stipulated

that all new shareholders had to be members (Morgan and Thomas

1961). As the membership continued to increase over the following

years, the interests of the proprietors and members tended to converge,

but because most members were brokers, the convergence was toward

the interests of the brokers. Eventually in 1904, the members voted

to require that any new member purchase a nomination from a retir-

ing member so that total membership would be capped at the existing

level. The number of members then peaked at 5,481 in 1905 (Michie

1999).

Existing members, however, now had effectively a property right in

their seat on the exchange, much as did the members of the NYSE. But

the prices of the seats turned out to be surprisingly low, especially com-

pared with those of the NYSE. Between 1905 and 1914, London mem-

ber prices ranged between £15 ($73) and £150 ($731), compared to

New York seat prices that ranged from $13,000 to $95,000 between

1879 and 1914. On the NYSE, a property right in seats had been estab-

lished after the merger with the ‘‘open board’’ in 1869. The number of

members admitted was set at 1,060, and only once in the years before

World War I was this figure increased—by forty in 1879, to absorb the

traders on the government bond market (Michie 1987). The monopoly

arrangement with Western Union that limited access to the prices on the

NYSE to member firms also produced excellent profits for the members

holding seats on the exchange, which showed up in the sharp rise in their

prices after 1898 (see figure 3.1).

By 1912, the members, now largely brokers, voted to enforce mini-

mum commissions and outlaw the practice of the jobbers’ shunting

trades to outside brokers (Morgan and Thomas 1961). Even then, how-

ever, the vote was very close (1,670 to 1,551), and the new system

worked much less well than its supporters had argued it would. The

regional exchanges proved much more resilient than anyone had ex-

pected. As a result, they continued to compete effectively with the Lon-

don brokers, undermining the revenues expected from the new fixed

commissions. Jobbers who tried to maintain their revenues by engaging

in arbitrage trades with foreign exchanges that listed securities traded

on the LSE were strictly limited in number and forced to maintain elabo-
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rate records of their dealings. The fall in members after the 1907 panic in

New York turned out to be the start of a continued decline in members

and of revenues from trading. A system that for almost half a century

had underwritten a very efficient national market was no longer effective;

the national market was splintered into a number of only loosely con-

nected regional markets. If World War I had not broken out, it is very

likely that the minimum commission rule would have been repealed in

1914. As it was, between the problems engineered by the rule change

and the Great War, the LSE never fully recovered the international posi-

tion that it had previously held.

The relative values of access to the respective trading floors of London

and New York show clearly that the New York market structure was su-

perior in the face of even stronger competitors than faced the LSE. Over

time, the trustees and members of the LSE passed other rules that also

mimicked, but most often did not duplicate, key features of the regula-

tions that governed the NYSE. These new rules included listing require-

ments that were intended to ensure customers of the quality of the

securities available for purchase. But by the time new securities appeared

on the Official List of London, they were already being traded at

more competitive commissions in the markets where they had originally

appeared. London, unlike New York, could not eliminate these alterna-

tives for its customers.

The key differences that remained were the much larger membership,

the greater number of securities listed, and the greater importance of for-

eign securities on the LSE compared to the NYSE. To provide incomes

for the growing number of members of the stock exchange in London,

the Committee for General Purposes created the Share and Loan Depart-

ment in 1872, which was given the responsibility for confirming that the

new companies asking to be listed were legitimate enterprises. The secre-

tary of the Share and Loan Department, Henry Burdett, began publish-

ing summaries of his efforts starting in 1882 with The Stock Exchange

Official Intelligence. For the period 1882 through 1909, we can see the

number and capitalization of all joint stock companies that were regis-

tered in the United Kingdom (figure 3.3).

It is evident that in the 1890s, and continuing especially though 1909,

that the average capital of new companies declined greatly relative to
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their size in the 1880s, and this despite gentle inflation that began after

1897. The rise of big business was clearly more striking in both the

United States and Germany. When we examine the new listings on the

LSE itself, however, it is striking that the amount of new capital listed

on the exchange always exceeds the amount of new capital registered in

new British joint stock companies (figure 3.4).

When we break down the composition of the new listings in 1909,

we find that the continued expansion of the LSE was due mostly to ex-

panded issues of existing securities in traditional sectors: government

bonds and railroads in Britain, the colonies, and the United States. While

the number of new listings was greatest under the category ‘‘Commercial

and Industrial,’’ the average capital was quite small: £431,000. Electric

power and light companies, not shown, were even smaller: £202,050

capitalization on average (figure 3.5). Compare this with the $1 million

minimum required for a firm to be listed on the NYSE.

In Britain, unlike in the United States, the threat of financial crises

caused by continued deflation and defaulting debtors was circumvented

by the concerted efforts of the central bank and the central government.

Nevertheless, as can be seen by the increasing number and severity of

defaults, the difficulties of sustaining incomes for the members of the

LSE increased throughout the 1890s. For different reasons than in the

Figure 3.3
Registered companies in the United Kingdom, 1861–1909
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United States, then, the problem created for capital markets by continued

deflation was left to the LSE itself to work out, as was the case for the

NYSE. The solutions generated internally within each exchange were

similar in that listing requirements were increased substantially for both

exchanges and clearing arrangements were enlarged to reduce costs of

trading among the members. Gradual limitations on the number of mem-

bers and moves toward enforcing minimum commissions were initiated

in London in the 1890s, in belated imitation of the success of New

York, but could not take effect until after World War II, when the mem-

bers and proprietors finally became one and the same, and the old com-

pany was replaced by one that combined the trustees and managers

committee with the CGP into the new company’s council. In the nine-

teenth and early twentieth centuries, however, the much larger member-

ship of the LSE encouraged more attention to smaller capitalized firms

than was true in the NYSE, and much attention was diverted to foreign

listings, especially American companies and very small firms in the min-

ing sector. Consequently, the LSE did not provide the continued life cycle

financing for British firms embarking on a new technology, at least not

Figure 3.4
Nominal capital of companies registered in the United Kingdom and new listings
of all kinds on the London Stock Exchange, 1899–1909
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to the extent that the combination of regional exchanges and the Curb

and NYSE in New York provided finance for American firms.

True, other factors must have accounted for some of the marked

differences in technological advance between Britain and America at

this time. A balanced assessment of the British situation with respect to

financing of new technologies must conclude that the financial sector

was not wholly responsible for Britain’s lag in electricity, chemicals, and

automobiles. For example, the relative lack of public support in Britain

for basic science in research environments, whether within corporations

Figure 3.5
New listings in 1909, major categories
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or universities, must account for some of the lag, especially given the

more rapid response of Germany with its competitive technical univer-

sities (Rosenberg and Landau 1992). The regulatory restrictions at the

municipal level in Britain, restrictions condoned at the national level,

limited the possibilities for creating even regional electric power grids

(Hughes, 1983). Perhaps these factors bear the brunt of responsibility,

as previous historians have argued. To the extent that the characteristics

of the LSE fell short in providing the necessary finance for new network

technologies, the small size of jobber partnerships on the stock exchange

and the small numbers of jobber firms in determining the policies of list-

ing by the LSE are the main culprits. But that the opportunities for Brit-

ish investors were much greater in American and German railroads,

electric power systems, and municipal utilities than in the British coun-

terparts was not the fault of the British financial sector, much less the

LSE.

Berlin

In Germany, the explosion of incorporations that occurred both before

and after the founding of the Reich and the receipt of 5 billion francs in

reparations from the defeated French nation led to speculative manias

that ended in the Gründungkrise of 1873.8 That explosion was certainly

aided and abetted by a law passed on June 11, 1870—a law that made it

much easier to create a corporation. The passage of that piece of legisla-

tion was the high point of a series of attempts to liberalize the marketing

of corporate shares, and it sealed the structural interdependence of that

German nation’s banks and industry, an interdependence that still exists

to this day. The rise of new joint stock banks after the passage of the law

is particularly noteworthy. In the first two years of the new German

Reich, 107 joint stock banks were founded—banks with a total capital

of 740 million marks (Gömmel 1992). By the end of 1873, 73 of the

newly chartered banks were in liquidation (Gömmel 1992).

Faced with a crisis, and in an attempt to protect the earnings of the

remaining corporations, the government’s initial reaction was to raise

customs barriers. In the longer term, however, as it tried to improve

the economic robustness of the nation’s business organizations, the gov-

ernment moved to restructure the internal organization of the nation’s
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corporations. In 1884, a new law redefined the framework of gover-

nance of German corporations. Each corporation was required to adopt

an institutional decision-making structure that consisted of three distinct

committees, with each committee serving a different function. The man-

aging board of directors (Vorstand) and a general assembly of stock-

holders (Generalversammlung) were features that were common to

corporations in all four countries. The German law, however, added a

third oversight board, the Aufsichtsrat—a board with a large majority

of its members drawn from outside the firm. Those members represented

not owners and managers but labor, the government, the general public,

and the banks. The Aufsichtsrat was peculiar to Germany (Gömmel

1992).

The stock market crises of the early 1890s led to further major reforms

in Germany. As occurred in other continental countries at this time,

the German reforms outlawed the informal exchanges—the so-called

Winkelbörsen—that had sprung up around the formal exchange, and

they specified that only transfers validated on the formal exchange would

have standing in legal disputes. The new law went further, however, by

outlawing uncovered, or short selling, of securities. As a result, trading in

corporate securities tended to move not merely out of Berlin, but out of

all of Germany, to the friendlier purviews of the Amsterdam and London

stock exchanges. In retrospect, it seems that the formation of the Kom-

mission für den Börsenenquete, a commission that included only token

representation from members of the stock exchange and a commission

that was heavily weighted with representatives of agricultural interests

eager to do anything to raise prices of farm products, was responsible

for this outcome. But given that the concerns of a wide range of potential

interest groups had been represented in the composition of the Auf-

sichtsraten, one of the three committees charged with overseeing the

governance of a corporation, the broad composition of the commission

reflected political reality, if not economic rationality.

As a result of the legal changes, trading on the German stock exchanges

quickly became concentrated on public securities issued by German state

and city authorities. At the same time, the great banks continued their

efforts to develop new private sector business in adjacent, politically
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friendly countries. Both Austria and Italy were initial beneficiaries of the

legal changes and the response of German investment banks to those

changes. According to Cohen (1992) and Good and Ma (1999), the ini-

tial outcomes have been deemed beneficial for both countries, although

more recent analyses of the financial sectors in each country suggest

that there may have been few long-run benefits.9 To continue their active

trading on the securities held by their customers, the German banks ap-

pear to have had increasing recourse to the forward markets available in

Amsterdam and the trading facilities of the LSE (Michie 1999).

In sum, the competitive responses of the regional exchanges in Ger-

many to the growing dominance of the Berlin exchange over the period

of continued deflation created an economic environment in which

their clients felt comfortable in seeking alternative political jurisdictions

for their activities whenever local legislation or regulation constrained

them. The main clients, of course, were the great universal banks that

arose after 1848 in Prussia. When the legislation of 1898 limited their

possibilities for hedging risks, they found it natural to turn to external

markets in search of diversified investments and higher returns for them-

selves and their clients. Extending their banking activities into Italy and

the Austro-Hungarian Empire, and their stock trading activities into

Amsterdam and London, with investment banking outposts in New

York, they were able to offset in large part the effects of suppressive do-

mestic legislation. By 1908, after the ripple effects of the 1907 panic in

New York had passed through Berlin, much of the legislation was modi-

fied in favor of the great banks. The international diversity of German

investors, however, proved a liability during World War I—a liability

that was obviously not clearly foreseen by Germany’s decision makers.10

Summary

By the end of the nineteenth century, the three major stock markets in

the countries leading the Second Industrial Revolution (New York, Lon-

don, and Berlin) had responded in different ways to the widespread

deflationary pressures—pressures that affected both the traders and

their customers in very similar ways. Hardly surprisingly, since the
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policies adopted were quite dissimilar, the economic productivity of the

responses differed markedly among these countries. Both the German

and British exchanges seem to have flourished in the aftermath of the

microstructure reforms that took effect in the first decade of the twenti-

eth century, but on closer examination, it appears that the observed re-

surgence in London and Berlin was more deeply rooted in the indirect

complementarity that developed between the broker-dominated market

in London and the jobber-, or bank-, dominated market in Berlin, rather

than in the changes in the rules that governed the markets. Despite the

trauma of the 1907 panic on the NYSE and the governmental investiga-

tions and reforms that followed in its aftermath, it would appear that the

competitive responses of the NYSE to the challenges of deflation carried

the most promise for the design of efficient capital markets in the de-

cades that were to follow. The exchange’s original draconian listing

requirements—a listed firm not only had to show a history of profit-

ability, but it had to be a representative of an industry with a history of

profitability—was reinforced at the end of the century with the re-

quirement that a listed firm must annually produce audited financial

statements. Taken together, the rule changes hastened the process of in-

vestor education so much so that by 1914, American investors were at

least as willing to hold the paper securities of private companies as were

investors in the United Kingdom. Moreover, the innovation of continu-

ous calls, coupled with the belated introduction of the clearinghouse,

greatly simplified, and therefore reduced, the transaction costs involved

in buying and selling securities. Again, daily settlement, as opposed to

the LSE’s practice of periodic settlements, made transactions on the

NYSE much more transparent than their London counterpart, and that

difference also helped relieve the uncertainty fears of investors. Finally,

the development of the complementary relationship with the Curb mar-

ket made it possible to maintain the blue chip character of securities

traded on the NYSE, while at the same time providing a market for

securities that could not qualify for the NYSE’s imprimatur. Unfortu-

nately, this rating of the relative efficiency of the microstructure of the

rules circa 1914 still cannot be tested directly. The effects of massive gov-

ernment war finance required for World War I, to say nothing of the in-

direct impact of widespread military mobilization, overshadowed future

156 Larry Neal and Lance E. Davis



www.manaraa.com

developments in all three exchanges, particularly those in London and

Berlin.

Conclusion

Thomas Parke Hughes (1983) has developed the military analogy where

reverse salients, enemy outposts that remain within the lines of an

advancing army, are the technically difficult problems that must be

solved by inventors, whether scientists or technicians, before a new tech-

nology can be commercially profitable. Just as military commanders are

obsessed in a campaign with straightening out the lines of battle while

advancing against the enemy, so innovators must focus on overcoming

the technical difficulties that arise in developing a system that incorpo-

rates a new technology effectively within an existing economy. And, of

course, politicians must focus on overcoming regulatory difficulties that

inhibit technical transformation while lawyers can make a comfortable

living by defending the property rights of stakeholders in existing tech-

nological systems. The reverse salient metaphor developed by Hughes

implies that unusually high rates of financial return can accrue to the in-

ventor who conquers the technical difficulty that created the salient ob-

stacle to the diffusion of a new technology. But the military metaphor

leaves unanswered the operational question of whether conquest is best

accomplished by clandestine operations or frontal assault—by privileged

information or by public access.

Richard Nelson (1992) has argued persuasively that both proprietary

information on processes and generic knowledge of scientists and tech-

nicians are necessary, and complementary, aspects of technological

advance. Nelson focused on the complementarity of public-supported

research in universities and research institutes that is available to all

interested parties with private research that is kept under proprietary

application by commercial firms. In this chapter, we have examined the

financial implications of the complementarity of proprietary and generic

technical knowledge. Reverting to the felicitous metaphor of reverse sali-

ents being successively captured as technological progress continues, we

argue that if conquest is best conducted by privileged information, then

access to bank finance is necessary. But if public access to the use of the
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technology is the best strategy for overcoming the reverse salient, as is

the case in network technologies, then access to capital markets is neces-

sary. Since the nature of each new technology is different and evolves

differently over its life span, a financial sector that incorporates both

intermediaries and markets will be the most effective in providing the

necessary funding at each stage in the development of a new technology.

The lessons for the new global financial markets at the beginning of the

twenty-first century may be that self-interested innovations initiated by

the leading participants in capital markets—innovations designed to

improve the competitiveness of the formal exchanges (New York) or of

the major investment houses trading in the exchanges (Berlin)—will be

more beneficial in the long run to their respective economies than reg-

ulatory constraints imposed by governmental authorities (Berlin) or

self-protective measures initiated by stockbrokers seeking secure com-

missions and joint-stock banks seeking guaranteed loans (London).

Notes

1. Broadberry (1997) shows that differences in manufacturing productivity
among the United States, the United Kingdom, and Germany stayed roughly the
same from 1850 to 1914. But he acknowledges that the United States and Ger-
many outstripped the United Kingdom in overall economic growth, especially
after 1890. In his accounting framework, the U.S. and German advances derived
from greater shifts of labor from low-productivity sectors to higher-productivity
sectors for those two countries compared to Britain.

2. In this regard, it is worth noting that the Parisian reforms imposed by the cen-
tral government in 1898 were the most stifling for future financial innovations.

3. On the London Stock Exchange, the number of partners in a firm was limited;
every partner in a London firm had to be a member of the LSE, and no member
of the exchange was allowed to have any business other than broking and job-
bing. For a list of the provincial exchanges whose records have survived, see Tho-
mas (1973).

4. As an aside, it might be noted that the noncallable provisions in corporate
bonds help to explain why the dramatic concurrent reduction in government
debt did not elicit a ‘‘crowding-in’’ effect on private investment. For a discussion
of this point, see James (1984).

5. See the discussion in Davis and Gallman (2001, 300–312).

6. Although on average the shares traded on the Consolidated were lower
valued, between 1886 and 1913, the volume traded on the Consolidated aver-
aged 64 percent of the volume of shares traded on the NYSE; and between 1888
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and 1896 the figure was 95 percent, and it exceeded 100 percent in four of those
years. Davis and Gallman (2001). For an analysis of the effect created by the
NYSE’s 1900 contract with Western Union, see White (2005).

7. The classic reference on the rise of the American automobile industry is Seltzer
(1928).

8. The Gründungkrise of 1873, as Germans termed the crash that ended the
speculative surge in stock market activity that began after the defeat of France
in 1870.

9. The initial studies are reported in Cohen (1992) and Good and Ma (1999).
The longer-term results are reported in Fohlin (1998) and Tilly (1998).

10. On this point, see Ferguson (1999), especially chapter 9.
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Pohl, Hans, ed. 1992. Deutsche Börsengeschichte. Frankfurt am Main: Fritz
Knapp Verlag.

Rosenberg, Nathan, and Ralph Landau. 1992. ‘‘Successful Commercialization
in the Chemical Process Industries.’’ In Nathan Rosenberg, Ralph Landau, and
David C. Mowery, Technology and the Wealth of Nations. Stanford: Stanford
University Press.

Rosenberg, Nathan, Ralph Landau, and David C. Mowery. 1992. Technology
and the Wealth of Nations. Stanford: Stanford University Press.

160 Larry Neal and Lance E. Davis



www.manaraa.com

Schumpeter, Joseph. 1939. Business Cycles. Philadelphia: Porcupine Press.

Seltzer, Lawrence H. 1928. A Financial History of the American Automobile
Industry: A Study of the Ways in Which the Leading American Producers of
Automobiles Have Met Their Capital Requirements. Boston: Houghton Mifflin.

Smil, Vaclav. 1994. Energy in World History. Boulder, Colo.: Westview Press.

Smil, Vaclav. 2001. Enriching the Earth: Fritz Haber, Carl Bosch, and the Trans-
formation of World Food Production. Cambridge, Mass.: MIT Press.

Snowden, Kenneth. 1987. ‘‘American Stock Market Development and Perfor-
mance, 1871–1929.’’ Explorations in Economic History 24, 327–353.

Snowden, Kenneth. 1990. ‘‘Historical Returns and Security Market Develop-
ments, 1872–1925.’’ Explorations in Economic History 27, 381–420.

Sobel, Robert. 1965. The Big Board: A History of the New York Stock Ex-
change. New York: Free Press.

Thomas, W. A. 1973. The Provincial Stock Exchanges. London: Frank Cass.

Tilly, Richard. 1998. ‘‘Universal Banking in Historical Perspective.’’ Journal of
Institutional and Theoretical Economics 54, 7–32.

Watson, Katherine. 1996. ‘‘Banks and Industrial Finance: The Experience of
Brewers, 1880–1913.’’ Economic History Review 49, 58–81.

White, Eugene N. 2005. ‘‘Competition among the Exchanges before the SEC:
Was the NYSE a Natural Hegemon?’’ Working paper.

Wilson, John Grosvenor. 1969. ‘‘The Stock Exchange Clearing House.’’ In
Edmund Clarence Stedman, ed., The New York Stock Exchange: Its History, Its
Contribution to National Prosperity, and Its Relation to American Finance at the
Outset of the Twentieth Century. New York: Greenwood Press.

Finance Capitalism and the Second Industrial Revolution 161



www.manaraa.com



www.manaraa.com

4
Funding New Industries: A Historical

Perspective on the Financing Role of the U.S.

Stock Market in the Twentieth Century

Mary A. O’Sullivan

In contemporary discussions of varieties of financial systems in the

advanced industrial economies, what is typically regarded as important

and distinctive about the United States is the capacity of its stock market

to cater to the funding needs of new industries and, specifically, of the

young firms that enter them. It is this characteristic that has convinced

admirers of the stock market of its inextricable link with the processes

of innovation and technological change that drive economic develop-

ment in the United States. In this chapter, I present a historical perspec-

tive on the relationship between the financing activity of the stock

market and the development of the broader economy in the United

States, with a particular focus on its role in the emergence and develop-

ment of new industries.

My analysis shows that a number of the sectors that have been prom-

inent issuers of stock over the past century, notably the public utilities

sector as well as the real estate and financial sector, are not ones that fea-

ture prominently in the literature on productivity growth and innova-

tion. The industries that are emphasized in this literature are usually

found within the manufacturing sector, but there is a dearth of system-

atic data available that would allow us to understand the importance of

stock issues in specific manufacturing industries over the course of the

century. To get around this problem, I rely on case studies of several

new industries to understand the role that the stock market played in

their development.

I focus on the period from the late nineteenth century until the late

1920s. Several important manufacturing industries emerged at this

time and grew rapidly based on sustained processes of innovation and
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technological change. The period was also an important one for the de-

velopment of the U.S. stock market, with a liquid market for industrial

securities emerging from the late 1890s, and relatively high levels of

stock issuance recorded, especially in the 1920s.

The development of some of the most rapidly growing and productive

new industries of the time straddled the transition to a highly developed

market for industrial securities. In these cases, the early development of

the industry tended to be financed by local financial networks, as was

the case for new industries earlier in the nineteenth century. The stock

market became involved only later in their development to facilitate their

consolidation. In contrast, a number of important industries experienced

their initial takeoff after the establishment of a substantial market for in-

dustrial securities. I analyze the role of stock issues in the emergence and

early growth of three such industries—the automobile, aviation, and

radio industries—and find that it differed substantially in its importance

and characteristics in each case.

The stock market was of limited significance to the early development

of the automobile industry, with the overwhelming majority of its invest-

ment being funded from internal sources. When the stock market became

involved in the development of particular automobile firms, it was often

to facilitate consolidation through mergers and acquisitions. When it

financed investment, it tended to do so only when the companies that it

funded were already rather large.

In contrast, the stock market played an important role in the rapid de-

velopment of the aviation and radio industries in the 1920s. In aviation,

it funded large numbers of new companies that entered the industry at

that time, and it also facilitated a wave of consolidation that consumed

many of the independent players in the industry by the beginning of

the 1930s. The stock market’s role in the radio industry of the 1920s

was predominantly one of facilitating entry, especially by new, young

companies.

Based on these examples, it would seem that the 1920s was an impor-

tant turning point in the involvement of the stock market in the devel-

opment of new industries in the United States. Further studies of new

industries are necessary to confirm this hypothesis, but to the extent

that it is sustained, it begs the question of what caused this development
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in the role of the stock market. I argue that changes in the characteristics

of the demand for corporate stocks played an important role in driving

the growing enthusiasm for the stocks of new firms and new industries

in the 1920s. In addition, the dynamics of the investment banking indus-

try as well as the institutional structure of the U.S. stock market medi-

ated the interaction between the demand for, and supply of, corporate

stock in ways that encouraged the changes in the stock market’s role.

Finally, there is the question of the effects on new industries of the

stock market’s active involvement in their early development. Although

there is a strong tendency in the literature on finance and growth to as-

sume that more external finance leads to more investment and, in turn,

to more growth, I argue that the relationship between stock issues and

economic performance is not nearly as mechanical as this virtuous cycle

assumes. First, even to the extent that the proceeds from stock issues are

invested in the formation of new capital, they may not foster better eco-

nomic performance. Firms may overinvest or, more generally, make poor

investments. As I show, these types of concerns are of considerable rele-

vance for the aviation and radio industries of the 1920s.

Second, firms may use the proceeds of their stock issues for purposes

other than capital formation, such as mergers and acquisitions, refinanc-

ing their existing obligations, and bolstering their treasuries for later use.

The real effects of these various uses will not be reflected in higher con-

temporaneous levels of investment. For mergers and acquisitions, for ex-

ample, their economic impact depends on the implications of changes in

ownership on the productivity of the businesses and assets that change

hands. In general, there is no a priori reason to assume that the consoli-

dation that stock issues facilitate will be beneficial from the perspective

of the overall economy. The case of the aviation industry confirms the

need for skepticism in this regard.

These examples, in casting doubt on the existence of an automatic link

between stock issues and improved economic performance, highlight the

need for further research to understand the economic implications of the

involvement of the stock market in the development of new industries. In

this regard, what is important is not so much the impact of access to

external funds on the companies that completed stock issues. Instead,

the challenge is to analyze the impact on the industries in which these
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companies operate. To do so will require a much more extensive study

than I have been able to provide here of the innovative dynamics of these

industries and the role of stock issues in advancing or retarding the de-

velopment of the markets that they served and the technologies that

they employed.

These issues have a relevance that goes far beyond the 1920s. There

was a resurgence of U.S. shareholders’ enthusiasm for new industries

and their entrants with a wave of hot issues in the late 1950s and early

1960s that was dominated by electronics companies. Many of the factors

that seem to explain similar developments in the 1920s played a role, in

somewhat different form, at that time. Questions can be asked, and in-

deed were asked by contemporary observers, about the economic impli-

cations for the companies and industries that were funded by the stock

market at this time. Moreover, the wave of hot issues had a longer-term

significance since it prompted regulatory reforms and, ultimately, the

emergence of the institutional characteristics, notably the Nasdaq mar-

ket, that are so closely associated with the funding of new industries in

the United States today.

Historical Trends in the Financing Role of the U.S. Stock Market

Until 1890, the market for corporate securities in the United States was

primarily a market for railroad securities, with coal and textile compa-

nies as the only important representatives of the industrial sector. How-

ever, in the 1880s and early 1890s, a number of developments took place

that laid the foundation for the emergence of a substantial market for in-

dustrial securities.1 Yet it was not until the close of 1897, with the end of

the depression that began in 1893, that a broad-based market began to

evolve (Navin and Sears 1955).

In Figure 4.1, I show the cash proceeds from stock issues in the United

States in 2000 dollars for the period from 1897 to 2000.2 They were al-

ready relatively high by the early part of the twentieth century, and the

rapid growth that occurred in the 1920s brought them to an impressive

peak by 1929.3 However, stock issues collapsed in the early 1930s fol-

lowing the stock market crash and the onset of the Great Depression. Al-

though there was a recovery in 1936 and 1937, it proved temporary, as
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wartime led to another decline in the funds raised in the stock market.

However, the postwar period, especially from the late 1940s, was

marked by a fairly steady upward trend in the proceeds from stock

issues. It culminated in the 1980s and 1990s when the real proceeds

from stock issues reached their highest levels for the entire century.

However, as Figure 4.2 shows, if we take account of the growth in the

U.S. economy during the century, it is the 1920s that stands out as the

decade with the highest level of stock issuance. No other year before or

after came close to 1928 and 1929 in the levels of stock issuance as a

percentage of national economic output. More generally, over the course

of the century, it is possible to identify at least three distinct historical

periods of stock issuance.

The early decades of the century were characterized by high and rising

levels of stock issuance. The crash and subsequent depression interrupted

that trend, and although issues recovered, they remained relatively sub-

dued for several decades. In the final decades of the century, however,

stock issues recovered and rose to new heights, although still lower than

those reached earlier in the century.

Figure 4.1
Real corporate stock issues in the United States, 1897–2000 (logarithmic)
Source: author’s analysis based on data described in note 2
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In addition to the major changes that occurred in the level of stock

issues over time, there were also important developments over the cen-

tury in the types of stocks that companies issued. In the early part of the

century, issues of preferred stock tended to be favored over common

stock. The prevalence of preferred stocks is usually attributed to the

efforts of corporations and their financiers to make stocks look as much

as possible like the bonds that U.S. investors were more used to holding

(Baskin and Miranti 1997).

There was an important change in the composition of stock issues in

the 1920s with a major increase in the importance of common stock.

The trend accelerated in the late 1920s, with common stock accounting

for 60 percent of stock issues in 1928 and as much as 75 percent in

1929. This development seems to be explained by investors’ growing in-

terest in participating in the large capital gains that were accruing to

common stocks at the time. Tax changes also led to a decline in the rela-

tive attractiveness of preferreds.

Preferred stock returned to favor in the late 1930s and early 1940s,

when they reached more than 60 percent of total stock issues. They

Figure 4.2
Corporate stock issues in the United States as a percentage of GDP, 1897–2000
Source: author’s analysis based on data described in note 2

168 Mary A. O’Sullivan



www.manaraa.com

declined in relative importance in the postwar period as the lure of

capital gains during the stock market boom of the 1950s and 1960s

increased the relative appeal of common stock; common stock reached a

peak of 84 percent of total stock issues from 1966 to 1970. In the 1970s,

the economic downturn once again induced increased interest in pre-

ferred stock, although this time, it reached only 29 percent of all stock

issues from 1971 to 1975. The subsequent decade witnessed some wax-

ing and waning in the popularity of preferred stock, and by the 1990s, it

accounted for just over 20 percent of all stock issues.

The Stock Market and the U.S. Economy

Perhaps the most straightforward path to analyzing the relationship be-

tween the provision of finance through stock issues and the development

of the U.S. economy is to study the relationship between total stock

issues in the United States and aggregate economic indicators such as

GDP or investment. In a provocatively titled paper, ‘‘The Stock Market

and Investment: Is the Market a Sideshow?’’ Morck, Shleifer, and Vishny

(1990) consider a number of different channels through which the stock

market might affect economic activity, pointing out that ‘‘the most com-

mon view of the stock market’s influence, says that the stock market

affects investment through its influence on the cost of funds and external

financing’’ (p. 158). While they find some empirical support for the view

that equity financing influences aggregate investment, their evidence sug-

gests that its role is very limited.

If we look at the data on the proceeds of stock issues in the previous

section, it would seem that there is no simple relationship between stock

issues and capital formation for the aggregate economy. For example,

there was an enormous expansion in stock issues in the 1920s without

any major increase in investment in the economy. The ratio of gross

fixed nonresidential investment to GDP for the decade from 1921 to

1930 was 12.7 percent compared with the marginally lower 12.5 percent

for the period from 1911 to 1920 and the much higher ratio of 15.7 per-

cent for 1901 to 1910 (Maddison 1991). Yet during the two earlier peri-

ods, the stock market played a much less important financing role than

in the 1920s. For the century as a whole, regression analysis reveals that
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there is no stable relationship between stock issues and national eco-

nomic aggregates such as investment or output.

In contrast to the rather inconclusive results on the historical relation-

ship between stock issues and investment at the national level, cross-

country regressions have uncovered evidence of such correlations across

country. Levine and Zervos (1998), building on the earlier work of Atje

and Jovanovic (1993), developed a number of measures of the develop-

ment of stock markets and analyzed their relationship to economic

growth, productivity growth, and capital accumulation. They found

that ‘‘stock market liquidity—as measured both by the value of stock

trading relative to the size of the market and by the value of trading

relative to the size of the economy—is positively and significantly corre-

lated with current and future rates of economic growth, capital accumu-

lation, and productivity growth’’ (Levine and Zervos 1998, p. 538).

The differences among historical and comparative studies in the size

and significance of the correlations that they have generated suggest the

need for further research. However, the basic methodology employed to

generate these results has attracted a good deal of criticism. The primary

concern is with its limitations for establishing a causal relationship be-

tween the development of the stock market and economic growth.

Scholars have proposed a variety of strategies for getting around this

problem (Levine 2003, Zingales 2003). The one that I pursue here fo-

cuses on the microeconomic units, the industries and firms, that are sup-

plied with funds by the stock market, and studies the implications of

their access to funds for their investment behavior and, in turn, for their

performance. Based on this approach, we should arrive at a better under-

standing of the way in which, and the extent to which, the stock market

influences growth through its role in funding investment. As Levine

(2003) put it, ‘‘More microeconomic-based studies that explore the pos-

sible channels through which finance influences growth will foster a

keener understanding of the finance-growth nexus’’ (p. 31).

Studying industries and firms in analyses of the relationship between

stock issues and economic activity has a further and perhaps more

important methodological appeal. Macroeconomic research on finance

and growth that explores the relationship between national aggregates

of financial and economic activity implicitly assumes that economic
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development is an undifferentiated quantity generated by an aggregate

production function. It is only from this perspective that the relationship

between finance and growth can be understood in terms of the influence

of the quantity of finance provided on the ‘‘amount’’ of economic growth.

In contrast, research by social scientists and historians on innovation

and technological change highlights the central importance of the par-

ticular context in which these processes occur to their impact on pro-

ductivity and economic development. The central implication of this

observation is that the economic impact of financial systems may be

reflected not only in aggregate rates of economic growth but also in the

differential development at certain times of particular industries and

types of firms. As a result, what may be important about the stock mar-

ket is not so much the aggregate quantity of finance that it provides as

the types of industries and firms that it funds, the stages of their develop-

ment when it funds them, and the terms on which it makes funds avail-

able to them (for a more detailed discussion, see O’Sullivan 2004).

Stock issues can play a role in the development of an industry in one of

two basic ways (Rajan and Zingales 1998). First, they may be important

in facilitating aggregate investment in a particular industry, thus allow-

ing it to grow faster than would otherwise be possible. Depending on

the characteristics of the industry in question—if it is a new industry,

heavily engaged in research and development, or otherwise highly

innovative—this process may prove to be particularly beneficial to the

process of economic development. Alternatively, stock issues may fund

an industry whose expansion, as a low-productivity industry, is detri-

mental to the development of the economy since it diverts resources that

could be more fruitfully employed elsewhere.

Stock issues may also influence the development of an industry

through their influence on its competitive structure. It may have an im-

pact on the relative positions of incumbents in the industry if, by making

funds available to some, it allows them to enhance or consolidate their

positions. It may also facilitate an important change in the population

of firms that compete in an industry by funding new entrants. If the firms

that the stock market favors, be they incumbents or entrants, are partic-

ularly innovative firms, then it will contribute to economic improvement.

Alternatively, if the stock market displays poor judgment, by allocating
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funds to laggards and lemons, then it will undermine the performance of

the economy.

These issues are particularly relevant ones to explore for the U.S. case.

For many observers, the role of the U.S. stock market in funding new

industries and its capacity to cater to the financing needs of young,

high-growth enterprises that enter them are among its most important

and distinctive contemporary characteristics. In the next section, I begin

with a general analysis of the industries that were important users of the

stock market for raising capital over the course of the century. It reveals

that a large proportion of stock issues conducted in the United States at

that time were for the benefit of industries that are not normally associ-

ated with high rates of innovation or technological change.

I then focus on the historical role of the U.S. stock market in providing

funds to support the emergence of new, innovative industries. My pri-

mary concern is with the period from the end of the nineteenth century

to 1929, when technological and innovative fecundity coincided with

high levels of activity in the U.S. stock market. In particular, I analyze

the role of the stock market in funding the automobile, aviation, and

radio industries. I show that the importance of the stock market, in terms

of the scale of funds that it provided, differed markedly across these

industries, as did the impact it had on the competitive structure of these

industries.

The Role of Stock Issues in Industry Development

To determine which industries were important for stock issuance in the

United States, I begin by looking at sectoral breakdowns of the proceeds

of gross stock issues based on data that that are available from the Com-

mercial and Financial Chronicle for the periods from 1919 to 1956 and

from 1961 to 1995. One important message from these data is that sec-

tors that are not usually associated with rapid productivity growth and

innovation, notably the public utilities and financial sectors, were very

important in determining overall levels of stock issuance in the United

States. In the late 1920s, for example, utilities and investment trusts

accounted for almost 50 percent of the record stock issues that took

place at that time.
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It was not just in the 1920s that these sectors were significant issuers

of stock. The public utilities sector was important throughout the period

from 1919 to the early 1980s, accounting for at least 20 percent of all

stock issues during this time and, in several periods, for as much as 45

percent of all stock issues. Besides its prominence in the 1920s, the real

estate and financial sector was also an important issuer in the second

half of the twentieth century, especially in the late 1980s and 1990s,

when it accounted for about half of all stock issuance in the United

States.

For both of these sectors, their stock issuance was large relative to

their importance in the overall economy. For the period from 1961 to

1995, for example, the public utilities and the real estate and financial

sectors displayed the highest dependence on the stock market of all sec-

tors in the economy. The proceeds from their stock issues amounted to

15.8 percent and 16.5 percent, respectively, of their fixed investment

compared with an average of 10.3 percent for all sectors.

It may be that these sectors deserve greater prominence in the litera-

ture on productivity growth and innovation than they are currently

accorded, but it is not the task of this chapter to pursue this issue. Most

of the industries that tend to be associated with rapid productivity

growth and technological change are found in the manufacturing sector.

Manufacturing companies were certainly important issuers of stock in

the first part of the century, accounting for nearly 32 percent of stock is-

suance from 1919 to 1956. Manufacturing’s share declined thereafter, in

line with its receding share of the national economy, to an average of 20

percent from 1961 to 1995.

Unfortunately, the overall quantity of money channeled into the man-

ufacturing sector tells us little about whether the stock market was fund-

ing productivity growth and innovation. The manufacturing sector

comprises a heterogeneous collection of industries, ranging from indus-

tries that are fast growing and highly innovative to those that are slow

growing with low levels of productivity. What we really want to know

is to what extent the stock market made funds available to the most in-

novative and productive industries within the broader manufacturing

sector. The evidence available on the financing of new and innovative

industries in the nineteenth century suggests that they were financed
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through networks of local capital (see, for example, chapter 1, this vol-

ume). To what extent, then, did this pattern change with the emergence

of a national market for industrial securities from the 1890s?

The question is particularly relevant for the period from the late nine-

teenth century to 1929. As I have already noted, the period was a very

active one for the U.S. stock market, with particularly high levels of

financing taking place in the 1920s. It was also a period of very rapid

growth in the manufacturing sector. Industries like electrical equipment,

transportation equipment, rubber and allied products, chemicals and al-

lied substances, and petroleum refining experienced extremely high rates

of capital formation (U.S. Bureau of the Census 1976). In many cases,

their growth was achieved on the strength of sustained processes of inno-

vation and technological change.

Systematic data on stock issuance are not readily available at a suffi-

cient level of detail to address the general question of whether the stock

market was important in funding the development of the fast-growing

and innovative industries of the period. Nevertheless, by focusing on a

small number of prominent new industries that emerged during this pe-

riod, it is possible to understand the financing role that the stock market

played in their early stages.

The development of some of the most rapidly growing and productive

new industries of the period from the late nineteenth century to the late

1920s straddled the transition to a liquid national market for industrial

securities. In these cases, the financing of the industry in its early stages

tended to be based on local financial networks. By the time a national

market appeared, these industries were ripe for consolidation, and it

was this process, and to some extent the subsequent financing of the

dominant players that emerged from it, that the U.S. stock market facili-

tated when it became involved in their development (Doyle 1991, O’Sul-

livan 2005).

In contrast, a number of important industries experienced their initial

takeoff following the establishment of a national market for industrial

securities. In the discussion that follows, I focus on three such examples:

the automobile industry, the aviation industry, and the radio industry. If

there were industries that would inaugurate the U.S. stock market’s role

in funding the emergence of new, innovative industries, these would
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seem to be good candidates for the job. In fact, as I show, the signifi-

cance and role of the stock market was markedly different in all three

cases.

The Automobile Industry

The automobile industry was established in the United States in the mid-

1890s when the first motor vehicle was built here, but it experienced its

first major growth spurt in the early twentieth century. Total capital

invested in the motor vehicle industry grew from just over $50 million

in 1929 dollars in 1904 to $267 million in 1909, then to $1,936 million

by 1919, and eventually to $2,742 million by 1929. As a result, the

motor vehicle industry’s share of total manufacturing capital in the

United States rose from only 0.2 percent in 1904 to 4.4 percent by 1929

(U.S. Bureau of the Census 1976).

It was an industry characterized by rapid growth as well as high levels

of innovation and productivity. In its early decades, the industry experi-

enced high turbulence, with large numbers of entries and exits. As Klep-

per (2002) notes, the number of entrants to the industry increased from

the establishment of the industry to reach more than 80 firms in 1907

alone, and then flattened out at that level until 1910. The rate of entry

then declined sharply to an average of 15 firms per year from 1911 to

1922, becoming negligible thereafter. By the early 1920s, considerable

consolidation had occurred and the number of firms had fallen from a

peak of 272 to just over 50 firms (Klepper 2002; see also Smith 1968).

In 1923 the top ten producers accounted for 90 percent of motor vehicle

production in the United States compared to 52 percent in 1912 (Seltzer

1928).

In his book, A Financial History of the American Automobile Indus-

try, Lawrence Seltzer (1928) focused on these dominant players to ana-

lyze the financing of the U.S. automobile manufacturing industry from

its origins until the late 1920s. His research clearly shows that local fi-

nancial networks continued to play a crucial role in the early develop-

ment of the automobile industry as they did in the earlier genesis of

other industries. With respect to the role of financial markets, he con-

cluded that ‘‘individual financiers made sporadic investments in auto-

mobile enterprises from time to time, but the organized fixed-capital
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markets, until very recent years, played a relatively small role in financ-

ing the expansion’’ (52).

The Ford Motor Company represents an extreme case in its autonomy

of the financial markets. The company was incorporated in June 1903

with a share capital of $100,000 in common stock. A majority of this

stock, $51,000 in total, was issued in equal amounts of $25,500 to

Henry Ford, the company founder, and Alexander Malcolmson, a De-

troit businessman who had supported Ford’s work in the past, in com-

pensation for the assets and services that these men brought to the

company. The remaining $49,000 was issued for cash to a group of local

investors, which included Malcolmson’s lawyers, clerk, and bookkeeper,

although only $28,000 was actually paid in (Seltzer 1928).

The company was successful from the beginning, and its early and sus-

tained profitability allowed it to fund its rapid expansion entirely out of

retentions. Commenting on the company’s financial situation after only

three or four years in operation, Henry Ford made it clear that access to

financial resources was not an important concern: ‘‘We had plenty of

money. Since the first year we have practically always had plenty of

money. We sold for cash, we did not borrow money, and we sold di-

rectly to the purchaser’’ (quoted in Seltzer 1928, 93).

The extent to which Ford was able to rely on internal funds convinced

some of the company’s minority shareholders that he was doing so at

their expense. When Ford announced the enormous River Rouge expan-

sion in 1916 and declared that the company would fund it entirely from

retentions, John F. and Horace E. Dodge, who owned 10 percent of Ford

Motor Company stock, took the company to court to compel it to re-

strain its expansion and distribute the accumulated earnings to them

and other stockholders. The case dragged on for several years until, in

1919, the Supreme Court mandated the payment of a special dividend

by Ford (Seltzer 1928).

This development provoked Ford to buy out his minority shareholders

and take the company private. On this occasion, Ford turned to outside

investors to raise the funds he needed for the buyout, but he repaid the

loan within the year. The company, then wholly owned by the Ford fam-

ily, continued with its financial policy of funding its investments from

retentions.
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While Ford is an extreme case, Seltzer shows that it was not unique in

its heavy reliance on internal funds to finance investment. The Hudson

Motor Car Company, the Reo Motor Car Company, the Dodge Brothers

Inc., and the Nash Motors Company all fall into the same category.

Among the leading automobile companies, only the Packard Motor Car

Company and the Willys-Overland Company raised substantial funds

from the financial markets to finance their development. However, in

both cases, most of their fundraising took place when they were already

of a substantial size, with annual sales of $15 million or more.

Besides these cases, the financial markets played a limited role in

boosting capital formation by the leading motor companies in the early

years of the automobile industry’s development. However, they were

actively involved in the industry’s early development through several

attempts to consolidate its competitive structure. In particular, following

the panic of 1907, several projects to merge the leading U.S. automobile

companies were conceived. The establishment of the General Motors

Company represented the first successful consolidation plan to get off

the ground.

GM was established in 1908 by William Crapo Durant to acquire the

capital of the Buick Motor Company. Durant’s success as a businessman

in the wagon and carriage business in Flint, Michigan, led to a request

for him to undertake the reorganization of the Buick Motor Company

whose financial difficulties posed a threat to several Flint businesses.

Durant’s reorganization proved highly successful, and by 1908, when

GM took it over, the Buick company was the largest manufacturer in

the U.S. automobile industry (Seltzer 1928).

GM acquired Buick from Durant in exchange for its own newly issued

common and preferred shares.4 Over the next two years, GM acquired

more than twenty other companies, producers of automobiles or their

parts, for a total value of $13.2 million. The most important of these

acquisitions were those of the Cadillac Motor Car Company for $4.7

million and the Olds Motor Works for $3 million (Seltzer 1928).

Although most of Durant’s acquisitions were paid for in stock,

they quickly placed heavy demands on GM’s cash reserves since many

of them were undercapitalized and required funds for fixed and work-

ing capital. To secure these funds, GM concluded an agreement in
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November 1910 with a syndicate of three banks—Lee, Higginson and

Co. of Boston, J. & W. Seligman, and the Central Trust Company of

New York—for the underwriting of a public issue of $15 million in 6

percent notes. The bankers negotiated very favorable terms for them-

selves, and control of the company was placed in the hands of a voting

trust that they dominated for the period during which the notes were

outstanding. As Seltzer points out, ‘‘The stringent terms exacted by the

banking syndicate for the underwriting of this note-issue offer abundant

testimony of the uncertain, speculative character of the automobile in-

dustry’’ (Seltzer 1928, 163, 164).

For the next five years, GM’s affairs were dominated by the bankers

who exerted strict restraint over GM’s investments and focused pri-

marily on increasing profits. During their tenure, the company’s financial

position was greatly improved, but GM’s market share also shrank sub-

stantially, and the bankers were criticized by some for their myopic

approach to business. Eventually Durant won back control of the com-

pany using the Chevrolet Motor Company to take it over with the help

of prominent backers, notably Pierre du Pont of E. I. du Pont de

Nemours and Louis Kaufman, the president of the Chatham and Phenix

National Bank of New York. In 1916 he resumed his position as presi-

dent of GM in the company and embarked once again on a strategy of

external growth.

In contrast to GM, the example of the United States Motor Company

represented a failed attempt to develop a successful business through the

consolidation of existing players. It brought together a number of com-

panies in the motor industry that were having difficulty raising funds

and it was run by Benjamin Briscoe. The company was backed by pow-

erful financiers, some of whom were also involved with General Motors,

but it fell apart in 1913 as a result of disagreement among its backers.

The assets of the company were subsequently reorganized to form the

Maxwell Motor Company.

Prominent financiers were also involved in the establishment and de-

velopment of the Studebaker Corporation. It was formed in February

1911 through a merger between the Studebaker Brothers Manufacturing

Company, a manufacturer of carriages and wagons that was founded in

1868, and the Everitt-Metzger-Flanders Company, an automobile com-
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pany established in 1908.5 As a result, it started out with a substantial

business; it had net tangible assets of more than $15 million at its foun-

dation and as much as $35 million in sales by 1912.

Studebaker assumed responsibility for the debts as well as the assets of

its constituent companies. To recapitalize these obligations, it sold 7 per-

cent cumulative preferred stock to raise cash of $8.3 million through a

banking syndicate comprising Goldman Sachs and Company and Leh-

man Brothers, both of New York, and Kleinwort Sons & Company of

London. Henry Goldman, Arthur Lehman, and H. H. Lehman were all

members of its board of directors. The New York Times noted that ‘‘the

new corporation will remain in the hands of the Studebaker people

through the ownership of the common stock, though it is expected that

the bankers will have a strong voice in the management.’’6

These examples illustrate that investment bankers and the financial

markets were willing to be actively involved early on in the automobile

industry when significant assets were involved. Their role in facilitating

the consolidation of the industry was familiar since it was the one they

had played earlier, in other new industries, such as electrical equipment.

There was some diversification of that role during a motor stock boom

that began in 1915, with several companies coming to Wall Street to

seek new funds.

By early 1915, the stocks of General Motors, Maxwell, Studebaker,

and Willys-Overland were listed on the New York Stock Exchange;

these companies, with the Ford Motor Company, were the leading firms

in the automobile industry at the time. Once the Willys-Overland

stock graduated to the NYSE in February 1915, the New York Curb

found itself bereft of motor stocks. The leading regional exchanges

boasted of only three motor stocks besides those of the industry leaders:

Packard Motor and Chalmers Motor were traded on the Detroit Stock

Exchange, and Peerless Motor’s stock was traded on the Cleveland Stock

Exchange.

There were signs of a broadening of financial interest in the industry

with a motor stock boom that got underway in March 1915. More auto-

mobile companies listed on the U.S. exchanges, and, in addition, some of

them were able to sell common stock to the public, whereas in the past

the only public issues that had taken place were of debt and preferred
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stock. Given the automobile industry’s displayed success, it was hardly

surprising that it would eventually attract greater attention from invest-

ment bankers and the organized financial markets. By 1915, the automo-

bile industry was already very large; it produced almost one million cars

and trucks, and the wholesale value of motor vehicle production was

$702 million (Seltzer 1928, 75). The industry leaders, Ford and General

Motors, had sales of $121 million and $94 million, and total assets of

$89 million and $59 million, respectively, placing them in the ranks of

the largest fifty industrial companies in the United States at that time

(Moody’s 1920; Seltzer 1928, 128, 230).

During the boom there was a marked expansion in the number of

motor companies whose securities were traded in the public markets. In

1915, the stocks of four automobile companies—Chalmers, Chandler,

Chevrolet, and International Motors—started trading on the NY Curb

Exchange. In 1916, Chandler graduated to the NYSE and was joined

there by White, Stutz, and Saxon, which listed directly on the Big Board.

In the meantime, the stocks of fourteen additional automobile companies

were admitted to trading on the Curb. In 1917, two of these—Fisher

Body and Pierce-Arrow—moved up to the NYSE, but four more auto-

mobile stocks were added to the Curb in that year.

Some of these companies took advantage of the boom to raise substan-

tial amounts of funds. In total, nearly fifty security issues were under-

taken by automobile companies from 1915 to 1917 to raise cash of

more than $100 million in new financing. Some of these issues were un-

dertaken by the larger, established companies in the industry, including

Willys-Overland, Studebaker, and Maxwell. There was also a second

tier of issuers, including Chalmers, Fisher Body, Paige-Detroit, Peerless,

and Pierce-Arrow, which had been around for a while and had grown

into significant companies with sales of $10 million or more. In addition,

a group of recent entrants to the automobile business, twenty of them in

total, raised funds from the financial markets at this time. (Author’s anal-

ysis based on data from the Commercial and Financial Chronicle).

Some of these new players, like Chevrolet, made their entry through

the acquisition of existing companies in the industry, but others were en-

tirely new companies. In both cases, they took advantage of the public
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appetite for motor stocks to drive their expansion. In total, these new

players raised about $40 million in new financing during the three years

from 1915 to 1917. These offerings were taken up with great enthusiasm

by investors, with most issues oversubscribed several times. These com-

panies were late entrants to the automobile industry, and the majority

of them came to a sorry end. By 1924, thirteen out of twenty of them

had exited the automobile industry; nine of them were bankrupt, one of

them had retired from business, and three of them had discontinued the

production of automobiles (Poor’s 1939). However, there were six survi-

vors, including Chevrolet, which had been founded by Durant and was

taken over by GM after he took back control of that company from the

bankers.

Although the motor stock boom petered out by 1917, there was a re-

vival of investors’ enthusiasm for the automobile industry after World

War I, especially as the postwar conversion went more smoothly than

expected. There was a temporary surge in entry into the industry at the

time, and the boom in motor stocks, which began in mid-1919 and

lasted until mid-1920, induced more young companies to come to the

market to raise funds. The value of motor stocks then declined relative

to other leading industrials until the end of 1924, when another boom

took hold.8 By then, entry into the industry had reached low rates, and

a major shakeout had been underway for some time. As a result, there

were richer pickings for financiers and stockholders in participating in

consolidation as well as in encouraging established, successful companies

with closely held ownership, such as the Ford Motor Company and the

Dodge Brothers, to float their stocks.

On three occasions in 1923 and 1924, John Prentiss, the head of

Hornblower and Weeks, one of the biggest investment houses in New

England, offered to buy Ford’s holdings for $1 billion with the intention

of reselling securities in the company in the public markets. Although

Ford turned him down on all three occasions, Prentiss was involved

with the recapitalization of other automobile companies in the 1920s,

notably General Motors, Hudson Motors, Dodge, Chevrolet Motor,

and Chandler-Cleveland, and was quoted as saying that ‘‘one of the

easiest tasks of the financiers of this generation has been the sale of
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securities of automobile companies to investors. This is primarily due to

the fact that they have been very big money makers and to the fact that

they are such big advertisers that their trade-marks and names become

well known.’’9

His observation was proved beyond doubt by the successful flotation

of the securities of Dodge Brothers in 1925. The company had been

closely held from the time of its incorporation in 1914. However, follow-

ing the death of both of the Dodge brothers, the trustees of their estate

sought to liquidate the family’s holdings in the company. The business

was sold to the investment bank Dillon, Read & Company for $146 mil-

lion. The bank then recapitalized the company in 1925 through the flo-

tation of $85 million in preferred stock and $75 million in convertible

debentures on the public markets. To facilitate a transaction of this mag-

nitude, Dillon Read organized national selling syndicates that relied on

the services of more than 400 financial houses across the United States.

The deal was an overwhelming success, with both issues being heavily

oversubscribed.10

The Aircraft Industry

The aviation industry was established only a few years after the automo-

bile industry, with its origins usually traced to the first successful ‘‘pow-

ered’’ flight by the Wright brothers in December 1903. However, in

contrast to the automotive industry, the development of aviation as a

commercially viable industry took a long time to achieve. In its early

years, it was largely concerned with the manufacture of small numbers

of planes for airplane enthusiasts. Investment in the industry was limited,

output was low, and the number of competitors was small during the

first decade of the industry’s existence.

As far as financing is concerned, as Rae (1965) noted, ‘‘The pioneering

period of aircraft manufacturing in the United States shows a pattern

characteristic of the growth of a new industry: that is, the emergence

of a number of small companies financed from individual or local

resources’’ (99). There were a couple of exceptions to this pattern with

renowned inventors like the Wright brothers and Glenn Curtiss receiving

the backing of nationally prominent financiers and industrialists (Rae

1965).
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The outbreak of World War I stimulated the first major expansion in

the industry’s output with a dramatic increase in demand for airplanes

from foreign governments and the U.S. government. The anticipation of

U.S. involvement in the war led to some important changes in the

competitive structure of the industry. In particular, in 1916 the Wright-

Martin Aircraft Corporation was formed through the merger of the

Wright Aeronautical Corporation, the Martin Company, and the Sim-

plex Automobile Company. In the same year, a merger took place be-

tween Curtiss and the Burgess Aeroplane Company to form the Curtiss

Aeroplane and Motor Corporation (Rae 1965).

The expectation and reality of higher military demand also brought

new players into the aviation industry (Dodd 1933). For example, with

a view to securing government contracts, the Dayton-Wright Company

was formed in 1916 by Edward A. Deeds of National Cash Register

and Charles Kettering of GM, among others, with Orville Wright as a

consultant (Freudenthal 1940). William Boeing also entered the aviation

industry in 1916 after a highly successful career in the lumber business.

He changed the name of his company, Pacific Aero Products, to Boeing

Airplane Company in 1917 and made training planes for the navy dur-

ing the war. At this stage, most new entrants to the industry continued

to rely on their own funds or those invested by local financiers (Rae

1965).

Estimates differ of the amount spent by the U.S. government on mili-

tary aeronautics during World War I, but Rae puts the figure at some-

where over $400 million for the period from April 1917 to November

1918. This amount represented a huge influx of funds given the indus-

try’s small scale, and the results, in terms of the delivery of suitable air-

craft for the war effort, fell far short of expectations (Freudenthal 1940,

Rae 1965). Nevertheless, when hostilities terminated, enough output had

been generated to contribute to a major industry bust as a large number

of surplus planes was dumped on the market (Dodd 1933). Since com-

mercial markets for airplanes had not yet been established to compensate

for the decline in military demand, the result was a collapse in industry

output and investment.

In 1921, fewer than sixty companies were recorded in the Thomas

Register as being active either in the production of airplanes or of
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airplane motors (Thomas Register 1921). Among the companies special-

izing in the aviation industry, only Wright Aeronautical, Curtiss Aero-

plane and Motor Corporation, and Sturtevant Aeroplane were covered

by Moody’s, the best available source for information on listed or other-

wise actively traded stocks in the United States. Of these three, only

Wright and Curtiss were traded on an exchange: the New York Stock

Exchange (NYSE) for Wright and the New York Curb Exchange for

Curtiss. As a measure of the stock market’s limited involvement in the

aviation industry, Dodd (1933) estimated that until 1921, the total

amount of publicly offered securities amounted to no more than $15

million.

Producers in the industry struggled to stay afloat in the early 1920s.

Some companies went out of business (Dodd 1933). Others sought to

stay afloat by merging with their competitors; for example, the Consoli-

dated Aircraft Corporation was formed in 1923 through the merger of

the struggling Gallaudet Aircraft Company with what remained of the

Dayton-Wright Company. Other aviation companies diversified; Boeing,

for example, produced furniture in the early 1920s to remain in business.

By 1924, the total amount of capital invested in the airplane manufactur-

ing industry had actually declined from where it had been in 1920 (U.S.

Bureau of the Census 1976, Dodd 1933).

However, in the second half of the 1920s, there was a dramatic turn-

around in the industry’s fortunes. By 1929 the total capital invested in

aviation manufacturing reached $118 million in 1929 dollars compared

with $19 million in 1919, and the number of wage earners employed had

reached 9,856 compared to only 1,395 in 1921 (U.S. Bureau of the Cen-

sus 1976, Dodd 1933). In addition, important investments had been

made in the development of the nascent airline business as well as in air-

ports and the delivery of other services to the aviation industry.

By the end of the boom in the late 1920s, aviation was still a relatively

small industry in the United States. However, the decade from 1925 to

1935 was a crucial one for the industry’s development. It was a period

of significant technological change, which proved to be a boon to mili-

tary production and laid the foundations for the development of major

commercial markets.
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Several factors contributed to the expansion of the aviation industry in

the second half of the 1920s. By then, postwar dumping had run its

course, and demand began to pick up again. There was some increase in

airplane orders from the U.S. military, but much more important, a new

source of business for the private sector emerged in the form of airmail

service. Until 1925 the airmail service was operated by the government

and, specifically, the Post Office Department. However, with the passage

of the Kelly Bill or Air Mail Act of 1925, the postmaster general con-

tracted with private companies to carry the U.S. airmail, thus furnishing

private companies with a flourishing and lucrative new business.

Appropriations by the United States Post Office to domestic airmail

service increased from a mere $100,000 in 1918 to $2.75 million in

1925 and then to $12.4 million by 1929 (Dodd 1933). Initially, the post

office paid for contracted services on the basis of the postage revenues

that it received. However, it changed this arrangement in 1926 to pay

its contractors based on the weight of what they carried. As a result, the

post office ended up providing a substantial direct subsidy to private con-

tractors for the provision of airmail service (Freudenthal 1940).11 It also

boosted demand for airplanes to service these airmail routes; U.S. air-

craft production peaked in 1929 at 6,193 planes of which 5,516 planes

were for civil use (U.S. Bureau of the Census 1976).

The improvement in industry conditions led to an increase in the prof-

itability of incumbent producers and also induced a new wave of entry to

the industry. Although there had been some entry into the industry in the

early 1920s, the number of producers of aircraft and parts was still rela-

tively low in 1925 (Dodd 1933), and there were few operators since

commercial aviation was still in its infancy. By 1929, however, the num-

ber of producers had more than doubled (Dodd 1933), and there had

been significant entry by operators competing for the emergent commer-

cial airline business, companies building and running airports, and other

suppliers to the aviation industry. By 1931, there were an estimated 459

companies operating in all branches of the aviation industry (Dodd

1933).

Some financiers understood the improved prospects for the aviation

industry from an early stage. Clement M. Keys was a leading example.
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Keys was a Canadian who left Toronto for New York in the early

1900s to take a job as a journalist, and later the railroad editor, for the

Wall Street Journal. Ten years later he set up his own investment bank,

C. M. Keys and Company (van der Linden 2002).

In 1919, on a trip to Europe as a member of the American Aviation

Commission, Keys became convinced of the potential of commercial avi-

ation. When he returned to the United States, he bought Curtiss Aero-

plane and Motor Company, which was in trouble, and borrowed

money to keep it going until he turned it around. In response to the pas-

sage of the Kelly Act, Keys established National Air Transport, the first

company that was founded as an airline enterprise, in May 1925. He

loaded the company’s board with prominent industrialists and financiers

and capitalized the company at $10 million, an enormous sum for the

aviation industry at the time. The company issued no stock to the public

at the time, but it raised so much money that it had surplus far beyond

its investment needs (van der Linden 2002).

Pratt and Whitney was also formed in 1925. Its founder was Frederick

B. Rentschler who left Wright Aeronautical in 1924 and established a

rival to that company with the approval of the navy. Like Keys, he

enjoyed the backing of powerful financial interests, not least because of

the help he received from his brother, Gordon, who was a director of

the National City Bank. Later in the 1920s, Clement Keys and Frederick

Rentschler would become rivals in the race to consolidation that domi-

nated aviation.

However, it took longer for most investment banks and the country’s

financial markets to get directly involved in the dramatic developments

in the aviation industry’s competitive structure; practically no new secu-

rities were publicly issued from 1921 until the middle of 1927 (Dodd

1933).12 Initially, the public did not seem particularly interested in

investing in the aviation industry. As Freudenthal put it, ‘‘Flying was still

generally considered a stunt, largely because of the postwar period of

unrestricted flying which had resulted in many accidents. Serious flying

seemed to be limited to the Army and Navy, which had captured a ma-

jority of the international air trophies’’ (1940, 89).

Charles Lindbergh’s transatlantic flight in May 1927 changed all of

that, contributing to great public excitement about the industry’s pros-
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pects and massive speculation in aviation stocks. At the time, however,

there were few such stocks from which investors could choose. Wright

Aeronautical was the only aviation company with a listing on the

NYSE. It made the engine that powered Lindbergh’s plane, and its stock

soared from $25 per share in April 1927 to $943
4 by December 1927

(Freudenthal 1940). In October 1927, Curtiss Aeronautical and Motor

Company moved from the Curb to join Wright Aeronautical on the

NYSE, presumably to participate more centrally in the aviation boom,

and its stock price also rose dramatically.13

In September 1927 Boeing Airplane Company completed the first pub-

lic issue by an aviation company for more than two years, but of debt

rather than equity, selling 6 percent notes to raise $600,000. The Wall

Street Journal described the issue as ‘‘another indication that investment

demand has been stimulated’’ by Lindbergh’s flight, noting that the

entire issue was sold out in an hour or two, with more demand left

unfulfilled.14

However, no further transactions occurred until March 1928, when

Curtiss-Robertson Airplane Manufacturing Company sold shares to

raise $500,000. Then the floodgates opened. From March 1928 to June

1930, 124 public offerings of stock were conducted by aviation compa-

nies to raise more than $300 million.15 Almost all of these issues were of

common stock, a fact that, as Freudenthal (1940) noted, reflected ‘‘a

tacit acknowledgement of the uncertainty the companies felt about their

future. No bonds were issued because the underwriters and issuing

houses were unwilling to obligate the companies to pay interest charges

and retire their bonds on definite fixed dates. Common stocks, mostly of

no par value, committed the management to no specific return on invest-

ment and, besides, made it possible to draw in capital far beyond what

was warranted by the physical assets and current income’’ (92).

The total amount of money raised by aviation companies through the

sale of stock was enormous relative to the amount of invested capital in

the industry at the time. It was also significant relative to overall levels of

stock issuance, which themselves were at all-time highs. In the first eight

months of 1929, the aviation industry was reportedly the fourth most

important industry in terms of stock issuance, generating proceeds of

$158.7 million compared with a total of $4.2 billion for U.S. industry
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(Dodd 1933). This ranking is remarkable given the small size of this

emerging industry.

The issuers were involved in the whole range of activities in the avia-

tion industry, including the manufacture of frames and engines, the oper-

ation of airlines, the production of aircraft parts, the provision of aircraft

services including runways, as well as the business of investing in avia-

tion companies. The proceeds from these issues ranged in value from a

low of $50,000 to a high of $40 million. The average issue was $2.6 mil-

lion, with a standard deviation of $5.5 million, and the median issue was

$1 million.

A couple of issues of stock were undertaken by established companies,

like the Wright Aeronautical Company and the Glenn Martin Company,

which had been around for more than ten years. However, in general,

the aviation firms undertaking these issues were very young. Their aver-

age age was only 1.6 years, with a standard deviation of 2.5 years, and

their median age was only 0.4 years.16 Many of these companies were

small companies that were new entrants to the industry; a total of forty-

six issues raised proceeds of less than $1 million. Some of the aviation

companies sold their stock on organized exchanges, especially the New

York Curb Exchange, as well as regional exchanges such as Los Angeles,

Chicago, Detroit, and Boston. However, many of these stocks were ini-

tially sold in the over-the-counter market and seasoned there before

they graduated to one or more of the exchanges.

The wave of entry was a testament to how low the barriers to entry

were in the aviation business at the time. However, some of the indus-

try’s most influential participants believed that this would soon change

as more sophisticated technologies led to rising development costs.

From their point of view, vertical integration was the appropriate strat-

egy with which to confront this eventuality (van der Linden 2002). The

U.S. Post Office created an added incentive for such integration by mak-

ing the award of airmail contracts contingent on the reliability of the op-

erator, which in those days was closely linked to its manufacturing

experience.

A dramatic process of consolidation got underway in the aviation in-

dustry in the late 1920s, which revolved around the creation of large

holding companies that controlled both manufacturing and transporta-

188 Mary A. O’Sullivan



www.manaraa.com

tion companies. The stock market was heavily implicated in this process.

Some of the very youngest aviation companies undertaking stock issues

were holding companies established to take active interests in existing

companies. Moreover, the capacity of the most prominent holding

groups to get access to resources from the stock market allowed them to

extend their tentacles beyond all expectations.

The process of consolidation got underway in late 1928. One of the

first major holding groups to emerge was North American Aviation,

which was founded by Clement M. Keys, who was still president of the

Curtiss Aeroplane and Motor Company. He had the backing of ‘‘about

40 prominent bankers and executives who have played important parts

in advancing the aviation industry in his venture.’’17 In particular, the

company enjoyed the support of the Bancamerica-Blair Corporation

and Hayden, Stone and Company of Boston. Blair & Company was the

lead underwriter for a $25 million issue of the company’s stock in the

month of its formation.

At the same time, in his capacity as president of Curtiss Aeroplane,

Keys was also involved in the merger of that company with another avi-

ation pioneer and its long-time rival, Wright-Martin. The product of that

merger, the Curtiss-Wright Corporation, took its place among the lead-

ing holding companies in the industry. In addition to its own direct

holdings, Curtiss-Wright had important links to several important trans-

portation companies like National Air Transport.

The most important competitor to the Keys’ projects was the United

Aircraft and Transport Corporation, which was incorporated in Decem-

ber 1928. It was formed from the merger of Boeing Airplane and Trans-

port Corporation, Pratt and Whitney Aircraft Corporation, and Chance

Vought Corporation and headed by Frederick Rentschler. The holding

company was backed by the National City Company, a subsidiary of

the National City Bank of New York, which was run by Rentschler’s

brother, Gordon (Freudenthal 1940). In fact, Gordon Rentschler was

made president of that bank in part because National City Company

made huge profits on the launching of this holding company. It under-

wrote a $15 million issue of units of stock comprising ten shares of

preferred stock and four shares of common stock in January 1929

(Schwarzchild 1925–1928).
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Other important holdings companies included the Aviation Corpora-

tion, more generally known as AVCO, which specialized in transporta-

tion, and the Detroit Aircraft Corporation, which absorbed Lockheed in

1928. Most of the merger and acquisition activity that these companies

undertook was conducted through an exchange of stocks, but on several

occasions in the late 1920s, they also sold stock to raise large amounts of

capital for investment. Their stock issues represented by far the largest

issues in the industry in terms of the proceeds that they raised.

These holding groups exercised an enormous influence on the compet-

itive structure of the aviation industry. As Freudenthal put it, ‘‘The flood

of mergers engulfed all the old pioneers and aviation engineers who had

managed to carry their own companies through the previous years of er-

ratic development. They could not compete, they realized, with the large

combinations backed by powerful interests that were now dominating

the industry. So they either sold out to the financiers, as Loening and

Boeing did, or, like Douglas and Consolidated, admitted some financial

interests’’ (Freudenthal 1940, 99).

By the end of the 1920s, these holding groups dominated the aviation

industry, soaking up the large majority of its revenues. United Aircraft

and Transport accounted for 42 percent of all plane and engine sales

over the period from 1927 to 1933 and Curtiss-Wright for a further 39

percent, with independents such as Douglas, Glenn Martin, Great Lakes,

Consolidated Aircraft, and Grumman together accounting for the

remaining 19 percent (Freudenthal 1940). Holding groups exercised an

even more overwhelming dominance over the operating side of the avia-

tion business: United received 57 percent of domestic airmail payments

in 1929, the North American Group accounted for 23 percent, and the

Aviation Corporation for a further 12 percent, bringing the total share

of these three holding groups to an extraordinary 92 percent (Freuden-

thal 1940).

Notwithstanding their dominance, the holding companies were not

able to resist the fall in profitability that affected the aviation industry at

the end of the 1920s. Industry profitability peaked in 1927 but then

declined and turned to losses by 1930 as the depression hit (Dodd

1933). Aircraft production collapsed from 6,193 planes in 1929 to

1,396 at its lowest point in 1932, with the decline being driven by an im-
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plosion in the production of civil aircraft, which fell from their peak of

5,516 in 1929 to only 803 in 1932. Aircraft production for the U.S. mil-

itary remained much more stable at 593 planes in 1932 compared with

677 planes in 1929 (U.S. Bureau of the Census 1976).

Revenues for the operating side of the business proved more robust

at the height of the depression largely because the U.S. Post Office

continued to increase its expenditures on airmail service. In 1932 it spent

$19.9 million on domestic airmail service compared with $11.2 million

in 1929. This was true notwithstanding the fact that the revenues it

received from its airmail service increased from only $4.3 million in

1929 to $6 million in 1932.

Passenger revenues also grew from negligible amounts to $4.9 million

by 1932, a development that was also attributable to the efforts of the

U.S. Post Office. In 1929, when Walter Folger Brown was appointed to

the position of the U.S. postmaster general, he lamented that ‘‘almost all

of [the airmail carriers] were refusing to carry passengers and were

depending wholly upon the Post Office department and we were getting

nowhere in the development of airplanes’’ (quoted in Lazonick and Fer-

leger 1994). The collapse in aviation stocks increased his concern. As van

der Linden (2002) notes, ‘‘The stock market crash revealed glaring

problems in the airline industry even with the well-financed holding com-

panies such as North American and AVCO. Following the October eco-

nomic debacle, Postmaster General Brown became increasingly aware of

the need for active governmental intervention to save not only the air

mail carriers but also the entire air transportation industry’’ (p. 112).

See also Vander Meulen 1991.

His response was the McNary-Watres Act of 1930, which amended

the Kelly Act to pay airlines on the basis of the space available for trans-

porting mail rather than the weight of the mail that they actually carried.

The intention behind the 1930 Act was to subsidize the airlines to de-

velop their capacity to carry passengers so that they would become less

dependent on airmail revenues (Lazonick and Ferleger 1994). In 1930

Brown allocated contracts to create integrated transcontinental airmail

routes among the companies that he believed would and could use their

airmail subsidy to invest in the development of passenger transport. He

privileged the well-financed airlines, which meant that the holding group
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companies were the main beneficiaries of the ‘‘spoils conference,’’ as it

was subsequently labeled. Although there were changes in their indi-

vidual shares of the business, United, Aviation Corporation, and North

American still controlled more than 91 percent of domestic airmail pay-

ments by 1933 (Freudenthal 1940).

Most of the holding companies survived the depression even if they

had to retrench dramatically to do so. The main exception was Detroit

Aircraft, which went into bankruptcy in 1931, dragging Lockheed

Aircraft with it. Lockheed was bought in receivership by a group of

investors who included its former general manager. It raised about

$450,000 in two stock issues in 1933 and 1934. However, its develop-

ment costs continued to mount as it sought to develop a new plane, the

Electra, but with the help of a loan of $200,000 from the Reconstruction

Finance Corporation it managed to survive.

Besides the Lockheed issues and a small stock issue in 1935 by

Menasco Manufacturing, stock issues by aviation companies dried up in

the first half of the 1930s. It was not until 1936 that aviation companies

returned to the market in significant numbers to raise money. By then,

the competitive structure of the industry had changed in response to a

government decree mandating the breakup of the holding groups.

The widening gap between U.S. Post Office revenues for, and expendi-

tures on, airmail service had become the subject of growing controversy,

as had the ‘‘division of spoils’’ from the business among the holding

companies. At the beginning of 1934, all of the airmail contracts from

1930 were cancelled by Roosevelt’s government. In June 1934, Congress

passed the Black-McKellar Bill or the Air Mail Act of 1934, which

repealed all previous airmail legislation, including the McNary-Watres

Act.

The act also mandated the separation of the manufacturing and trans-

portation segments of the aviation industry. As a result, United Aircraft

& Transport split itself into three parts: United Airlines, United Aircraft

(which included Pratt & Whitney, Chance Vought, and Sikorsky), and

Boeing. North American sold off its operator businesses to Transconti-

nental and Western Air and focused on manufacturing aircraft. AVCO

reconstituted itself as a diversified company with interests within and be-

yond aviation and sold its operator businesses to American Airlines.

192 Mary A. O’Sullivan



www.manaraa.com

The delivery of the U.S. mail was temporarily turned over to the U.S.

Army. Expenditures by the U.S. Post Office, which had already leveled

off in 1933, plummeted in 1934 and 1935. However, by then, passenger

revenues had risen, in large degree as a result of the McNary-Watres Act,

and they surpassed airmail revenues for the first time in 1935. A stable

foundation for the commercial aviation industry, as well as a strong con-

tributor to the US military, had thereby been created (Vander Meulen

1991).

The Radio Industry

The origins of the radio industry are typically traced to the formation of

the Marconi company in Britain in 1897. The U.S. industry got off the

ground when an American subsidiary was launched two years later. Be-

sides Marconi, the other key players in the early development of the U.S.

radio industry were companies established by two other prominent

inventors, Reginald Fessenden and Lee de Forest. Financing did not

prove to be a problem for any of these ventures. As Maclaurin (1971)

put it, ‘‘The most difficult ingredient to supply proved to be effective

management rather than capital. Marconi, De Forest and Fessenden—

all succeeded in obtaining venture capital in substantial quantities to

back their wireless enterprises.’’

However, the commercial success of the early radio companies was

rather modest, and as late as 1920, the radio industry was of limited eco-

nomic importance. That changed dramatically in the following decade as

the radio industry entered a period of rapid growth. The boon to the

commercial potential of radio during this period was the development

of public broadcasting in 1920 (Maclaurin 1971).

From its inauguration, radio broadcasting showed spectacular growth,

and sales of broadcasting equipment and radio sets soared. By 1929, 69

million broadcast tubes and 4.4 million broadcast receiving sets were

sold compared with 1 million and 100,000, respectively, in 1922. The

total sales of equipment for broadcast reception rose from $60 million

in 1922 to $843 million in 1929 (Maclaurin 1971).

By far the most important player in the radio industry at this time

was the Radio Corporation of America. It was established in 1919 at the

initiative of General Electric, with the approval of the U.S. government,
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to bring all of the important patents in the U.S. radio industry, primarily

those of American Marconi, General Electric, American Telephone

and Telegraph, and Westinghouse, under one roof. The dispersion of

radio patents in the United States was increasingly seen as an ob-

stacle to the country’s ability to compete with other nations, especially

Britain, in the development of international communications (Maclaurin

1971).

RCA was initially not intended to be a manufacturer of radio equip-

ment. Instead GE and Westinghouse would supply radio transmitters

and receivers. Both companies started producing radio sets after World

War I, but they were not able to keep up with the massive increase in de-

mand that followed the launch of commercial broadcasting. As a result,

the boom in the radio industry brought hundreds of entrants into the

industry. As Maclaurin (1971) notes, ‘‘Little capital investment was

required to assemble radio sets. And there were many companies which

possessed the ‘know-how’ to manufacture the principal component

parts’’ (260). He estimated that more than 700 firms entered the industry

in the period of four years from 1923 to 1926.18

Many of the early entrants were engaged in the production of crystal

radio sets where patents could be worked around. However, it soon be-

came clear that vacuum tube sets were the wave of the future in radio,

and RCA exercised a dominant position in patents for all aspects of these

sets from the circuit design through to the loud speakers (Maclaurin

1971). Some companies entered to do business on the basis of alternative

patents for these technologies. Others competed by disregarding patent

restrictions.

The wave of entry into the radio industry was accompanied by a boom

in stock issues of radio companies. An expression commonly heard at the

time was ‘‘a new radio stock a day,’’ with pundits speculating that at

least one share of stock was sold for every receiving set sold.19 The

most prominent new radio companies traded on the New York Curb,

and by 1925 there were eighteen of them represented there. A couple of

them, such as De Forest Radio and Duplex Condenser and Radio, had

been around for more than ten years, but most of them were new com-

panies established in the early 1920s. Sometimes they boasted the
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involvement of men with long experience in radio technology and a few

of them came into existence to acquire a predecessor company with

established operations.

The stock market’s enthusiasm for the radio industry dissipated in

early 1925 largely because of the pressure on profitability that high entry

had caused. The leading radio stocks lost 60 percent of their value from

December 1924 to May 1926.20 If we exclude RCA’s stocks from the

calculation, the decline in the radio companies’ market value was even

more dramatic: 92 percent. The crash was a response to the overcrowd-

ing of the industry when, as one contemporary study put it, ‘‘all hands

found the market tired and inventories at the peak. There was a rush to

unload, and receiving sets were sold by the hundreds of thousands often

at less than cost; but those who had bought the stocks of many of these

companies found it impossible to get out without devastating losses.

Four companies went into receivers’ hands in the last year and applica-

tion for receivership was announced for two others.’’21

The Curb stocks may have been the most prominent of the radio

stocks, but they represented only a portion of the total number of

these stocks sold in the United States in the early 1920s. As Barron’s

pointed out, ‘‘This loss in market value in 18 different companies’ stocks

. . . is not the only loss suffered in radio stocks for other issues were

floated in various sections of the country some of which were never

actually listed on any market.’’22 Some commentators attributed real

effects to the crash; the Wall Street Journal claimed that ‘‘with a rush

by all hands to scoop up some of the cream, the result was disastrous,

inasmuch as it confused the public and actually stopped the boom in

the sale of sets. . . . Overproduction, followed by cautious buying on the

part of the public, astonished the promoters of the dozens of new

companies.’’23

Entry declined dramatically from its peak of 258 companies in 1925 to

only 26 firms in 1927, 16 in 1928, and 26 in 1929 (Maclaurin 1971). In

part, the decline was a response to disappointed expectations, but the

more important reason for the change was the success of RCA’s attempts

to enforce its patent rights. Concerned about the implications of hyper-

competition for the profitability of the radio industry, RCA had been
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working through the courts to secure its future based on the control of

key patents. By 1927, as Maclaurin (1971) put it, ‘‘The RCA group

had . . . established a strong patent position in all the major branches of

the radio industry, and an RCA license was considered essential for the

manufacture of any up-to-date set or modern vacuum tube’’ (131). RCA

was willing to license its technologies but only to a limited number of

companies, which contributed to the reduction in the rate of entry to

the business.

Following the crash of radio stocks in 1925, there was a lull in the

public stock offerings of radio companies that lasted for almost three

years, from July 1925 through February 1928. The only exception was

an issue by Gold Seal Electrical in November 1928. Then, in March

1928, Grigsby-Grunow launched another wave of radio stock issues

when it raised $500,000 through the sale of common stock. From March

1928 to September 1929, twenty-five public stock offerings were under-

taken by radio companies to raise a total of $38.4 million.24

All of these issues were common stock offerings, with the only excep-

tion being an issue of cumulative preferred stock by Stromberg-Carlson

that raised $1 million in July 1928. On average, these issues raised $1.6

million with a standard deviation of $1.6 million, and the median issue

was $1.1 million. The issuing companies were on average 4.4 years old

with a standard deviation of 6.3 years and a median age of 2.8 years.25

Moreover, on closer inspection, some of the very youngest issuers came

into existence to acquire the assets of existing corporations. As a result,

the radio companies completing public stock issues at this time tended to

be older than their aviation counterparts and older than earlier issuers of

radio stock.

There was another bust in radio stock prices from 1929. The stock

market crash and subsequent depression played crucial roles in pre-

cipitating the decline, but industry observers also blamed another

overexpansion of the industry. As Barron’s pointed out, ‘‘Increased com-

petition, narrower profit margins, and reduced sales forced some of the

weaker concerns to the wall. Among them were Kolster Radio Corp,

which went into receivership in January, 1930; Earl Radio Corp., which

suffered a similar fate in November, 1929; and Freed-Eiseman Radio

Corp., which experienced receivership in December, 1929.’’26
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Explaining the Role of the Stock Market in New Industries in the 1920s

The roles that the stock market played in the three industries that I have

discussed differed substantially in their importance and characteristics.

The stock market was of limited significance to the early development

of the automobile industry, with the overwhelming majority of its invest-

ment being funded from internal sources. With only a few exceptions,

when the stock market became involved in the development of particular

automobile firms, it tended to be to facilitate consolidation through

mergers and acquisitions or to fund investment when they were already

rather large.

The stock market played a much more important role in the early

commerical development of the aviation and radio industries. Although

the aviation industry initially had limited contact with the stock market,

this changed in the second half of the 1920s when the industry experi-

enced its first major peacetime growth spurt. The stock market played

an important role in channeling money into the industry, especially in

the last three years of the decade. In doing so, it allocated funds to large

numbers of new companies that were entering the industry at the time,

but it also facilitated a wave of consolidation that consumed many of

the independent players in the industry by the beginning of the 1930s.

The stock market also had a high profile in the development of the radio

industry in the 1920s, where its role was predominantly one of facilitat-

ing entry, especially by young companies.

Based on these three industries, it would appear that the 1920s inau-

gurated the substantial involvement of the U.S. stock market in the devel-

opment of new industries. However, the stock market’s involvement in

the aviation and radio industries was not necessarily representative of

its general role in the U.S. economy at the time. From his analysis of all

of the security issues conducted in 1929, George Eddy (1937) concluded

that ‘‘new productive enterprises were financed directly via public secu-

rity issues in 1929 to the extent of no more than a few hundred million

dollars at most’’ (86). Yet even if the stock market’s participation in the

development of new industries in the 1920s was of limited quantitative

significance, it represented an important qualitative development in its

role in the economy.
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Of course, further research on the emergence of other new industries

around this time is required to confirm the importance of the 1920s as a

turning point for the importance of organized financial markets in the

development of new industries in the United States. To the extent that

this is the case, then the question to be addressed is why this happened.

Specifically, what changes in the market for corporate stocks in the

1920s facilitated this development?

There is no question that changes in the demand for stocks in the

1920s facilitated the funding of new industries. In the early twentieth

century, the ownership of industrial stocks in the United States was

largely confined to the wealthiest households in the country. However,

from the late 1910s through the 1920s, the dispersion of stockholding

increased rapidly. In 1917 and 1918, the U.S. Treasury raised an unprece-

dented amount of $17 billion through the sale of Liberty bonds in the

public markets, and in 1919 it raised a further $4.5 billion with its Vic-

tory loan (Carosso 1970). In doing so, it brought the savings of a whole

new tier of American households into the securities markets, and many

of them were persuaded of the merits of holding industrial securities as

the 1920s unfolded (Carosso 1970). By the end of the bull market in

1929, the available estimates suggest that as many as 6.25 million Amer-

icans, that is, 5 percent of the U.S. population, owned stock (Goldsmith

1969).27

Perhaps as important as the growth in the number of investors partic-

ipating in the stock market was their increased willingness to take risks

for the prospect of capital gains. Until the 1920s, preferred stocks were

favored over common stocks for their promise of a steady income

stream. However, common stocks gained ground in the 1920s, especially

in the second half of the 1920s, as investors displayed increasing interest

in the prospect of speculative gains, even if they came at the expense of

steady dividends. This attitude was crucial in allowing the aviation and

radio companies to raise capital in the public markets in the 1920s. Al-

most all of them issued common stock to raise funds, and most of them

took advantage of the discretion that this instrument accorded them to

pay no dividends.

The willingness of stockholders to bet their money on the future pros-

pects of aviation and radio reflected their growing realization of the
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gains to be made from investment in industrial stocks. By the 1920s, the

success of companies that dominated industries like electrical equipment

and automobiles was very clear, as were the benefits that their stock-

holders had derived from that success. It generated great enthusiasm for

getting in on the ground floor of new industries, even before their pros-

pects were proven, and there was widespread discussion of the heuristics

that might be used to select the stocks that would someday become the

General Electric or General Motors of these industries.

As far as the supply of corporate stock, there seems little doubt that

developments in the supply of stocks available to investors were an im-

portant precondition for their involvement in the funding of new indus-

tries. In the cases of the aviation and radio industries, the stock market

became actively involved in their development by riding on a wave of

entry that had been set off by changes in the technological and market

structures of these industries. In both industries, the stock market’s will-

ingness to invest was set off by a public event—the start of commercial

broadcasting in radio and Lindbergh’s flight in aviation—that drew at-

tention to their technological and market dynamics and stimulated huge

run-ups in the stock prices of aviation and radio companies while the

speculative momentum lasted.

Nevertheless, it is hard to argue that these types of supply-side factors

were behind the stock market’s greater propensity to fund new industries

in the 1920s. After all, it was not the first time they had manifested them-

selves. In particular, the automobile industry had experienced high levels

of entry in its early development and, as a consumer-oriented industry,

had attracted considerable attention from the public without drawing

the kind of funding from the financial markets that the aviation and

radio industries did.

Besides changes in the demand for stocks, there were important devel-

opments in the way in which the demand for, and supply of, corporate

stock were brought together during the 1920s that played an important

role. The dynamics of the investment banking industry merit attention in

this regard. Investment bankers had played an important role in facilitat-

ing the governments’ efforts to sell its Liberty and Victory loans. In the

process, they had developed selling practices to reach as many potential

investors as possible. For example, there was a marked expansion in the
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size of selling syndicates that they used to distribute securities, and the

nationwide syndicate made its appearance at this time. In general, the in-

vestment banking industry experimented with more aggressive sales tech-

niques and transferred these techniques to the sale of industrial securities

in the 1920s (Carosso 1970).

Some of the well-established investment banks participated in these

developments in the 1920s, but as Carosso (1970) noted, ‘‘Most long-

established houses, while continuing to grow, maintained their conserva-

tive policies in the face of growing competition. They did not adopt

aggressive sales tactics or openly solicit business. They sold few common

stocks even though these were becoming the more popular securities’’

(255). For example, common stock accounted for just over 3 percent of

the securities that the House of Morgan, which remained the leading in-

vestment bank in the United States in the 1920s, distributed to the public

from 1919 to 1933 (Carosso 1970).

However, with the major expansion of the investment banking busi-

ness that occurred during the 1920s, there was a growing population of

newcomer investment banks that were willing to be much more aggres-

sive. An analysis of the lead underwriters of aviation and radio stock

issues in the 1920s reveals few of the investment banking firms that had

featured prominently in the Pujo hearings. Instead, many of these under-

writers were relatively small, and often young, players operating out of

New York. In addition, there were a considerable number of regional

players that had initially made their mark by underwriting local issues.

The investment banking affiliates of commercial banks also made an ap-

pearance. The aggressive originating and selling tactics of these types of

players were largely what facilitated and fueled the sale of stocks that

previously had been considered too speculative for public consumption

and remained so for the most prestigious U.S. investment banks.

Besides the role of investment bankers in bringing the demand for, and

supply of, corporate stock together, the institutional structure of the

trading markets in which stocks were bought and sold in the United

States also facilitated the funding of new industries in the 1920s. By

then, the NYSE dominated the U.S. stock market in terms of trading

activity and capitalization. It had secured its position by developing a

reputation for listing the highest-quality corporate securities in the
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United States and by aggressively defending it in the face of any direct

competition. With the demise of the Consolidated Exchange in the

1920s, the Big Board faced no direct challengers to its position (Garvy

1944). However, other trading markets survived in the United States

and prospered during the 1920s by carving out niches that allowed

them to avoid direct challenges to the NYSE’s position. It was largely

through their efforts in the 1920s that so many new companies were

able to get access to public financing.

The New York Curb Exchange, which started out some time before

the Civil War, was the second most important exchange in the United

States at the time. Some of the issues traded on the Curb Exchange were

formally listed on it; a listing department was established in 1911 with

responsibility for vetting the applications of issuers that sought to have

their securities traded there. However, most of the trading on the Curb

was in unlisted issues, that is, securities that were admitted to trading at

the request of exchange members without the involvement of and, in

some cases, over the objections of, the issuer. In some cases, unlisted

issues were listed on other exchanges but the Curb Exchange never

traded stocks that were listed on the NYSE to avoid a direct challenge

to the Big Board’s position (Sobel 1970, Twentieth Century Fund 1935).

Having witnessed the aggressive tactics that the NYSE used to elimi-

nate its direct competitors, the Curb was careful to avoid looking as if it

was competing for the Big Board’s business. It tended to list smaller,

more speculative issues than those admitted to trading on the NYSE

and served as a testing ground for some of these stocks, which then grad-

uated to the Big Board once they had proved themselves; well-known

companies like General Motors, Du Pont, Montgomery Ward, and

Goodyear started out on the Curb Exchange (Leffler 1957). Once this

transition had occurred, the Curb stopped trading these stocks.

There was an important change in the operation of the Curb in 1921.

Whereas previously it had operated outdoors, whence it derived its

name, it moved indoors to a building in Lower Manhattan close to

where it had always operated. That move seemed to impart it with an

air of greater respectability, and its level of activity soared as the decade

unfolded (Bruchey 1991). As I noted, many of the stocks of radio and

aviation companies initially traded on the Curb in the 1920s, and in
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general, the decade proved to be a flourishing one for the exchange.

By the early 1930s, more than 2,000 stock issues traded on the Curb

Exchange, of which 400 were listed issues and about 1,700 were unlisted

issues (Twentieth Century Fund 1935).

In addition to the NYSE and the Curb, there were also more than

thirty organized exchanges outside New York City. The largest of them

in terms of the volume and value of securities traded were in Chicago in

the Midwest, Philadelphia and Boston on the East Coast, and San Fran-

cisco and Los Angeles on the West Coast (Twentieth Century Fund

1935). These exchanges had developed to provide markets for the secur-

ities of local corporations, but as the more successful of these companies

graduated to the Big Board, they were increasingly concerned about gen-

erating new sources of business.

Their problems were largely solved in the 1920s when they experi-

enced a flood of new listings; for example, from 1926 to 1929, Chicago’s

listings more than doubled from 237 to 535, and Boston’s listings

increased from 300 in July 1925 to 437 in July 1930 (Securities and Ex-

change Commission 1963). As the SEC Special Study noted, ‘‘Perhaps

the most important single reason for many listings on the regional

exchanges . . . was the desire of issuers to secure the special privileges

afforded to listed securities by many State blue sky laws. Such laws gen-

erally required registration of securities offered for sale in the State, but

accorded exemption to securities listed on an approved securities ex-

change (Securities and Exchange Commission 1963, 915–916).

In addition to the organized exchanges, the United States also had a

substantial over-the-counter (OTC) market, which also served as a sea-

soning ground for new securities. The OTC market was really a collec-

tion of dispersed markets in which broker-dealers conducted business

with each other and with members of the public. When someone wanted

to sell or buy a stock, a broker would seek to find a matching offer to

buy or sell that stock and negotiate a price for the trade. Some dealers

were described as market makers in particular securities to the extent

that they carried inventories of these securities and stood ready to buy

and sell them to other broker-dealers. The market was particularly useful

for trading stocks, like unseasoned stocks, which had thin markets. One

informed observer estimated that by the early 1930s, about 30 percent of
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all outstanding stocks were traded in the OTC market (Twentieth Cen-

tury Fund 1935).

The Effects of the Stock Market on the Development of New Industries

Having considered a range of explanations for the growing involvement

of the stock market in the development of new industries in the 1920s,

there remains the question of the economic implications of that involve-

ment. As I shall explain, the task of thoroughly addressing this question

requires research that goes beyond the scope of this chapter. However,

the evidence that I have compiled already suggests some questions that

need to be considered in further work.

In their research on finance and growth, macroeconomists are prone

to assume a virtuous cycle from greater access to external finance

through more investment to higher productivity and growth. Although

it is possible that such a cycle may occur, we should not assume, pending

evidence, that it will necessarily occur. Corporations have choices about

how they allocate the monies they generate from stock issues, and differ-

ent corporate uses of the proceeds of stock issues have distinct implica-

tions for the real economy.

It may be that companies use the proceeds of stock issues to fund in-

vestment in the accumulation of fixed or working capital, in which case

they contribute to the process of capital formation that generates new

assets in the economy. Firms may also allocate the proceeds to refinance

existing financial obligations, acquire existing assets through acquisi-

tions, and even bolster their treasuries for later use. Stock issues that

fund these uses facilitate changes in the ownership of, or other financial

claims on, existing assets in the economy. They may well have important

implications for the real economy, but they will not be the same as those

associated with an increase in capital formation.

Even to the extent that the proceeds from stock issues are invested in

the formation of new capital, we ought not to assume that they will nec-

essarily foster better economic performance. To the extent that specula-

tion is an important determinant of stock issuance, it may encourage

either a wave of overinvestment, if more funds are supplied to an indus-

try than can be productively used within it, or poor investment if funds
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are allocated to inefficient firms. Concerns about the negative impacts of

stock market hubris were often voiced in the late 1920s. As Eddy (1937)

noted, ‘‘The reputed ease with which funds were obtained by security

financing in 1929 is often cited as the cause of the formation of a great

many new enterprises that ought never to have been undertaken’’ (86).

These concerns are particularly relevant for industries like aviation

and radio in which new firms raised large amounts of capital in the

1920s. So what was the impact of the capital raised on the fortunes of

these industries? As far as the radio industry is concerned, Maclaurin

(1971) argues that many of the young companies that entered the indus-

try in the 1920s were imitators rather than innovators: ‘‘Most of these

concerns were largely imitative and were therefore not important ‘trans-

mitters of newness’ ’’ (262). Even before the full onslaught of the depres-

sion was felt, a number of companies had gone bankrupt. By the middle

of the 1930s, very few of the companies that had entered the radio indus-

try in the 1920s were still in existence (Maclaurin 1971).

These observations raise questions about the economic value of entry

to the radio industry and, by association, with the role of the stock mar-

ket in facilitating that process. Of course, it is possible that the stock

market, in funding entrants, was effective in choosing the winners among

the entrants or in increasing their chances of survival. In fact, few of the

companies that emerged to dominate the radio industry by 1940 were

represented among the young companies that completed stock issues in

the 1920s (Maclaurin 1971). In the case of the radio industry, therefore,

it is difficult to make the case that the significant involvement of the stock

market in the 1920s in funding entrants to the industry was crucial for

facilitating innovation. In fact, some observers believed that it may even

have undermined that process.

As far as the aviation industry is concerned, the aggregate amount of

funds generated by the aviation industry through stock issues, relative to

its extant capital at the time, also suggests cause for skepticism about the

possibility of these monies’ productive use. In contrast to the experience

of the radio industry, however, young entrants to the industry seem to

have been innovators as well as imitators. Unfortunately, given the ex-

tent to which the wave of consolidation in the industry absorbed these

204 Mary A. O’Sullivan



www.manaraa.com

companies, there is no straightforward way to analyze their subsequent

performance in the 1930s and beyond.

Turning now to other uses of the proceeds of stock issues, we should

not expect their real effects to be reflected in higher contemporaneous

levels of investment. As far as mergers and acquisitions are concerned,

for example, their economic impact depends on the implications of the

change in ownership on the productivity of the businesses and assets

that change hands. Again, there is no a priori reason to assume that the

consolidation that stock issues facilitate will be beneficial from the per-

spective of the overall economy until we have evidence to show that this

is the case.

Most research on the economic impact of mergers and acquisitions

measures the abnormal returns that accrue to the stockholders of target

and acquiring firms. Leeth and Borg (2000) have undertaken a study

along these lines for the merger wave of the 1920s, and their findings

echo those from similar studies that focus on recent periods of merger

activity: target firm shareholders generate large abnormal returns, in ex-

cess of 15 percent, while acquiring firm shareholders break even. These

types of findings are usually interpreted as positive overall evidence in

favor of mergers. However, the appropriateness of the methodology

depends on the assumption that stock prices are accurate predictors of

the real economic impact of mergers. That assumption seems particularly

questionable for the U.S. stock market in the late 1920s.

An alternative approach to using stock valuations as proxies is to

focus directly on the real effects of merger and acquisitions. In her re-

search on the Great Merger Movement at the turn of the twentieth

century, Lamoreaux (1985) studied the long-term economic effects of

mergers by analyzing their capacity to maintain their dominant positions

in their respective industries. She found that it was limited, showing that

in many cases, the consolidators were outcompeted by stronger rivals,

and concluded that the movement cannot be understood as being driven

by an inexorable economic imperative.

A similar study for the 1920s would undoubtedly shed light on the

economic impact of the mergers and acquisitions undertaken in that de-

cade. However, the analysis is complicated by the stock market crash
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and the depression. It is plausible, even likely, that these shocks to the

U.S. economy could have contributed to the demise of some consolida-

tors that would have functioned effectively in normal economic times.

More generally, as the example of the aviation industry shows, it is diffi-

cult to disentangle the effects of consolidation from other factors.

In the aviation industry, the consolidation that took place late in the

1920s was heavily criticized not only for fostering excessive concentra-

tion in the industry but also for placing financial over productive inter-

ests in the development of the industry (Freudenthal 1940). However, as

I have already noted, all of the holding companies survived the hardships

of the early 1930s with the exception of Detroit Aircraft. Nevertheless,

that outcome was driven as much by politics as economics. So too, as I

have explained, politics were the undoing of the holding companies in

the mid-1930s.

Therefore, it is difficult to know what to conclude with respect to the

economic impact of consolidation from the history of the aviation indus-

try. In a similar vein, the impact of changes in ownership on target com-

panies is typically difficult to identify. In these cases, it is hard not only to

separate the effects of other factors but also to disentangle the perfor-

mance of targets from the performance of the larger entities into which

they were absorbed. Even if the targets reappear later as independent

entities, it is difficult to control for the positive or negative effects of hav-

ing had a corporate parent, even if only for a short time.

Clearly there is a need for new research to evaluate the implications of

the active involvement by the stock market on the development of new

industries like radio and aviation. While I have highlighted some of the

challenges of assessing the impact of stock issues on the fortunes of par-

ticular companies, the real task is more challenging still. If our concern is

with innovation and productivity growth, then what really matters are

the effects of stock issues on the development of technologies and mar-

kets at the level of the industry as a whole rather than the fortunes of in-

dividual companies.

The possibilities and problems of such work are evident in two related

but conflicting studies of the contemporary hard disk drive industry. In

‘‘Capital Market Myopia,’’ William Sahlman and Howard Stevenson

(1985) argued that venture capitalists and the stock market massively
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overinvested in the industry during the period from 1977 to 1984, with

negative consequences for innovation and financial returns. However,

another study of the disk drive industry claims that that the diagnosis of

capital market myopia is suspect in long-term perspective.

Bygrave, Lange, Roedel, and Wu (2000) accepted that many players in

the disk drive industry failed. However, they argued that along the way,

they contributed to an extremely dynamic process of innovation that

brought quality up and costs down to unprecedented degrees. Moreover,

they claimed that the survivors ultimately enjoyed sufficient commercial

success to justify the financial bets that were made on the industry. It is

these types of debates that we need to stimulate, with respect to the his-

torical evidence, to advance from here to better understand the role of

the stock market in the development of new industries.

Beyond the 1920s

The stock market crash in 1929 and the economic crisis of the 1930s

interrupted the stock market’s relationship with new industries. There

was an upsurge in stock issues in 1936, but it came to an end with the

recession of 1937, and then World War II took its toll. From what we

currently know about the composition of stock issues at this time, few

of the stock issues that took place from the mid-1930s until the late

1950s were initial public offerings.28 Companies seeking funds from the

stock market during this period were, for the most part, already publicly

traded.

New markets and new technologies emerged in the postwar period.

However, it took some time before investors were willing to participate

in their development, especially when it relied on young entrants. The

bull market that got underway from the early 1950s was primarily fo-

cused on the stocks of established companies that had already built up a

track record in developing new technologies and markets. Investors were

reportedly skeptical about the capacity of young firms to survive in com-

petition with incumbents, especially in high-technology industries (Sobel

1977).

It was not until the late 1950s that substantial numbers of small, high-

tech companies once again sold their stock to the public. An important
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catalyst for the change occurred in October 1957 when the Soviets put

the first Sputnik into orbit, an event that was greeted with shock and dis-

may in the United States (Sobel 1977). The U.S. federal government was

already allocating substantial resources to the development of technolo-

gies, especially electronic technologies, that could be employed in build-

ing its military capacity. Sputnik galvanized the U.S. political elite to

make even greater financial commitments to the development of tech-

nology. Liberal government support for emergent high-technology com-

panies was thus ensured for a long time to come.

A boom in initial public offerings got underway in 1959 and continued

until the decline of the stock market in early 1962. During this period, as

the SEC (1963) put it, ‘‘The distribution of securities by companies that

had not made a previous public offering reached the highest level in his-

tory’’ (487). For example, in 1959, 63 percent of common stock issues

were unseasoned; in 1960, 72 percent; and in 1961, 76 percent.29 By

comparison, less than 30 percent of the stock offerings during the late

1940s were unseasoned (SEC 1963).

The largest number and volume of unseasoned issues were in the man-

ufacturing sector. Many of these IPOs were popularly described as ‘‘hot

issues,’’ with the hottest of them in new industries, especially the emer-

gent electronics industry. Other glamour stocks were found in the fields

of scientific instruments and research, photography, printing and pub-

lishing, sporting goods and amusements. As the SEC (1963) put it, ‘‘In

many cases there was little to support the public enthusiasm for a partic-

ular issue except magic words indicating membership of glamorous in-

dustry in name or description of business’’ (486). More than 85 percent

of registered issues in these glamorous industries were companies with

less than $5 million in assets. No breakdown of registration A issues is

available but these companies were undoubtedly even smaller.30

The wave of hot issues in the late 1950s and early 1960s was impor-

tant for what it signaled about the renewal and generalization of U.S.

investors’ interest in financing new industries and new entrants to them.

Similar demand-side factors to those that were at work in the 1920s,

including an increase in stock ownership and a growing enthusiasm for

common stocks, played an important role in driving this development.
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In addition, high rates of entry into the underwriting and brokerage

industries were important, with many of the unseasoned stock issues

being originated and sold by new firms. Finally, the structure of the trad-

ing markets played a role.

In contrast to the 1920s, the regional exchanges no longer played an

important role in the distribution of new issues. In response to the spec-

ulation of the 1920s, most states enacted laws prohibiting unseasoned

issues from trading on these exchanges (SEC 1963). Most of the new

issues of the late 1950s and early 1960s were seasoned in the nation’s

OTC market, which experienced rapid growth in the postwar decades.

The structure of federal regulation of the securities markets contributed

to the postwar growth of the OTC market, although this was neither in-

tended nor desired by the regulators. In particular, many of the compa-

nies whose securities traded in the OTC market did not have to comply

with the periodic disclosure, proxy, and insider trading provisions of the

1934 Securities Exchange Act, in contrast to companies listed on a regis-

tered exchange (O’Sullivan 2006).

The speculative fervor that surrounded the hot issues of the late 1950s

and early 1960s focused attention on the operation of the OTC market

and prompted the first major study of the U.S. securities markets since

the early 1930s. The SEC’s Special Study of the Securities Markets was

a massive undertaking in terms of the resources devoted to it and the

comprehensive nature of the analysis that it undertook. The study high-

lighted a wide range of problems with the operation of the OTC market

and provided a long list of recommendations for its improvement.

Its greatest concerns were with the flow of information about trading

in, and issuers on, the OTC market. These concerns led the SEC to rec-

ommend the automation of OTC operations ‘‘to assemble all interdealer

quotations and instantaneously determine and communicate best quota-

tions for particular securities at any time’’ (Hazard and Christie 1964,

263). As far as issuers were concerned, the study recommended that all

issues held by public shareholders, whether they were traded on an ex-

change or in the OTC market, should comply with the Exchange Act’s

ongoing reporting, proxy, and insider trading regulations.31 As I have

described elsewhere, these recommendations were the foundations for
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the establishment of Nasdaq in 1971. It is, of course, this market that is

today so closely associated with the development of young companies

and new industries in the United States (O’Sullivan 2006).

Conclusion

In recent times, the U.S. stock market has gained considerable promi-

nence for its capacity to fund new industries and the young firms that

often enter them. For many commentators, this capacity is one of the

great strengths of the U.S. system of capitalism contributing, in partic-

ular, to its dynamism in innovation and productivity. Yet there are also

skeptics who point to the damaging influence of the speculative excesses

of financial markets. In this chapter, I have looked backward, over the

past century of stock market activity in the United States, to shed light

on this discussion.

Based on case studies of three new industries in the early part of the

twentieth century—automobiles, aviation, and radio—I show that the

role of the stock market in their early development differed substantially

in terms of its importance and characteristics. It was only in the latter

two cases that the stock market was heavily implicated in their early

financing. In aviation, it funded large numbers of new companies that

entered the industry at that time and also facilitated a wave of consolida-

tion that consumed many of the independent players in the industry by

the beginning of the 1930s. The stock market’s role in the radio industry

of the 1920s was predominantly one of facilitating entry, especially by

new, young companies.

These examples suggest that the 1920s was an important turning point

in the involvement of the stock market in the development of new indus-

tries in the United States, and I suggest several reasons—the demand for

stocks, the dynamics of investment banking, and the institutional struc-

ture of the U.S. stock market—that account for the enthusiasm for the

stocks of new firms and new industries at this time. I also address the

question of the effects on new industries of the stock market’s active

involvement in their early development. The relationship between higher

stock issues and improved economic performance is not the automatic

one that optimists tend to assume. In fact, the examples of the aviation
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and radio industries provide much more grist for the mills of the skep-

tics, although more research is required to work out the effects of stock

issues on the innovative dynamics of these and other industries.

These issues have a relevance not only to the 1920s. Although there

was a hiatus in the relationship between the stock market and new indus-

tries in the 1930s and 1940s, it came to an end with a wave of hot issues

from the late 1950s. This wave was important for what it signaled about

a renewal and expansion of U.S. investors’ interest in funding new indus-

tries and their entrants and many of the factors that seem to explain that

interest in the 1920s played a role, in somewhat different form, in the

late 1950s and early 1960s. Questions can be asked, and indeed were

asked by the SEC, about the implications for the companies and indus-

tries that were funded by the stock market at this time. But the wave of

hot issues also had a longer-term significance in terms of the regulatory

reforms that were wrought in response to it and the institutional changes

that they begat. In short, the aspects of the current institutional structure

of the U.S. stock market that are closely associated with the funding of

new industries, especially the Nasdaq market, largely owe their existence

to these reforms.
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Notes

1. Navin and Sears (1955) draw particular attention to the emergence of the
trust movement and the related issuance of trust certificates in the 1880s, the sub-
sequent conversion in the early 1890s of many of these trusts into corporations
through the issuance of stock, a broader merger movement that involved many
existing corporations, as well as an increased willingness on the part of company
owners to take advantage of the emergent market for stocks to liquidate their
investment.

2. In constructing my time series, I relied on several different sources of data. For
the period from 1934 to 2000, I used data on gross stock issues compiled by the
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Securities and Exchange Commission (SEC) and reproduced in the Federal Re-
serve Bulletin. The SEC series measures the cash proceeds for all new issues of
stock that raised more than $100,000, whether or not they are registered with
the SEC, and it includes the proceeds from stock issues sold through private
placements as well as public offerings. For the period from 1919 to 1934, I used
data compiled from an analysis of ‘‘New Capital Flotations’’ published in the
Commercial and Financial Chronicle. These data are also reproduced in the Fed-
eral Reserve Bulletin and the U.S. Bureau of the Census (1976, Series X 510–
515, p. 1006). They measure the cash proceeds of stock issues sold through pub-
lic offerings by domestic corporations in the United States and some stock issues
sold through private placements, although coverage of the latter is not compre-
hensive. Both of these series exclude cash issues of stock to employees, pension
funds, and customers, under option schemes and those that are privately placed
with investors other than financial institutions. They also exclude all noncash
issues of stock, intercorporate transactions, and stock issues sold continuously
such as stock sold by open-end investment companies (Goldsmith 1955). Besides
the coverage of private placements, the most important difference between the
SEC and Chronicle series is that the former includes stock issues by foreign cor-
porations in the United States, whereas the latter excludes them. Finally, for the
period from 1906 to 1918, I used data compiled by the Journal of Commerce
and reproduced in Goldsmith (1955). Although the Journal of Commerce series
is regarded as the best available source of data on stock issues for the period, in-
formation on exactly what is included and excluded from the series is limited.
The series apparently includes most cash issues of stock, but it does not cover pri-
vate placements (Goldsmith 1955). The treatment of noncash stock issues by the
Journal of Commerce is uncertain (Goldsmith 1955).

3. That peak was not surpassed until 1983.

4. Durant also invested $500,000 in the new company in return for $500,000 in
preferred stock and a bonus of $250,000 in common stock (Seltzer 1928).

5. The Studebaker Manufacturing Company had acquired one-third of the stock
of the EMF Company in 1909 and the remainder in 1910 (New York Times,
March 1, 1911, 13).

6. ‘‘Bankers in Studebaker Company,’’ New York Times, February 2, 1911, 13.

7. ‘‘Willy-Overland’s Convertible Preferred,’’ Wall Street Journal, January 11,
1916, 6.

8. ‘‘The Swings in Motors and Industrials,’’ Wall Street Journal, November 1,
1926, 9.

9. ‘‘Why Prentiss Bids for Ford Plant,’’ New York Times, February 13, 1927,
xxii; ‘‘Prentiss’ Rise Spectacular,’’ New York Times, February 3, 1927, 2.

10. ‘‘To Offer $75,000,000 Dodge 6s Saturday,’’ Wall Street Journal, April 10,
1925; ‘‘The Dodge Transaction,’’ Wall Street Journal, May 21, 1925, 1.

11. Freudenthal (1940) estimates that the U.S. Post Office provided a subsidy of
163 percent of the airmail revenues it received in 1929.
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12. The only exception was the Aero Supply Manufacturing Company, which
raised $375,000 in July 1925. Aero Supply was incorporated in Delaware in
July 1925 as a successor to a company that had started business in 1920. It was
listed on the New York Curb.

13. Dodd (1933) reports that an index based on ten aviation stocks moved from
104.9 in April 1927 to 1147 in May 1929 compared to an increase from 110 to
192.6 over the same period for an index of 337 industrial companies.

14. ‘‘Broad Street Gossip,’’ Wall Street Journal, September 2, 1927, 2.

15. These estimates are based on data I compiled from volumes of stock issues
publicly offered by banking and investment houses in the United States
(Schwarzchild, various issues). They are the most comprehensive source of data
on public stock issues in the United States for the period from 1925 to 1936. In
addition, twenty-seven stock issues by aviation companies, which were sold to
the public without using the services of an underwriter, which were recorded in
Dodd (1933), were also included.

16. Data on the date of incorporation for issuing companies were obtained from
Moody’s. However, precise data were available for only ninety-one of the com-
panies that issued stock.

17. ‘‘To Buy Aviation Stocks,’’ Wall Street Journal, December 8, 1928, 5.

18. One hundred eighty-five firms entered the industry in 1923, 144 in 1924,
258 in 1925, and 161 in 1926 (Maclaurin 1971).

19. ‘‘The Smash in Radio Shares,’’ Barron’s, May 3, 1926, 9.

20. Ibid., 9.

21. ‘‘Radio Stocks down $96,281,650 in Year,’’ New York Times, May 2, 1926,
E11.

22. ‘‘Smash in Radio Shares,’’ 9.

23. ‘‘Radio Expansion Hurts Radio Trade,’’ Wall Street Journal, May 26, 1925.

24. These estimates are based on data I compiled from the volumes prepared by
the National Statistical Service (Schwarzchild, various issues).

25. Data on the date of incorporation for issuing companies were obtained from
Moody’s. However, precise data were available for only twenty-three of the com-
panies that issued stock.

26. ‘‘Radio Industry in the Doldrums,’’ Barron’s, June 8, 1931, 13.

27. Goldsmith drew his estimates from Cox (1963).

28. This statement is based on the data provided in Gompers and Lerner (2003)
on the number of initial public offerings in the United States from 1935 to 1972.

29. An issue was classified as ‘‘unseasoned’’ if the issuer had not registered stock
previously under the Securities Act or registration A and if its stock was not listed
on a national securities exchange or known to be traded over the counter. On oc-
casion, this classification resulted in the inclusion of large, well-established com-
panies offering their stock to the public for the first time (SEC 1963).
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30. Registration A issues are those that, because of their small size, did not have
to be registered with the SEC.

31. As to what constituted a ‘‘public’’ company, the SEC, echoing its studies in
the 1940s, set the bar at 300 shareholders or more, covering 5,500 stocks then
trading in the OTC market; it was reduced to companies with at least 500 share-
holders and at least $1 million in assets in the Securities Acts Amendments passed
in 1964. In effect, that brought about 4,000 new companies within the ambit of
the Exchange Act.
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5
Stock Market Swings and the Value of

Innovation, 1908–1929

Tom Nicholas

A recurrent theme in the modern literature on the economics of financial

markets is the extent to which stock market swings reflect changes in the

present discounted value of expected future earnings or the ‘‘animal spir-

its’’ of investors. For example, the rapid acceleration in stock prices dur-

ing the 1990s can be explained by both changes in expected investor

payoffs in response to the accumulation of intangible capital by firms

(Hall 2001) and the behavioral phenomenon that caused a speculative

bubble (Shiller 2001). Whether swings in the stock market are driven by

the diffusion of new technologies or by periods of irrational exuberance

is an important question in the economics of innovation and finance.

While this question is central to the debate over the causes of the re-

cent stock market boom and bust, it is also important to a fuller under-

standing of another major event in the American stock market: the run-

up in equity prices during the 1920s and the Great Crash of 1929. While

Irving Fisher famously reported on the eve of the crash that stock prices

would remain permanently higher than in past years due to the arrival of

new technologies and advances in managerial organization that created

positive expectations about future profits and dividend growth, retro-

spective analysis has indicated the presence of a bubble (DeLong and

Shleifer 1991, Rappoport and White 1993, 1994). The speculative bub-

ble hypothesis has become orthodox in the literature given that the S&P

Composite Index fell by more than 80 percent from its September 1929

peak to its level in June 1932. The Great Crash is the canonical example

in American financial history of market prices diverging significantly

from fundamentals.
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Despite the conventional wisdom that stock market prices were un-

realistically high during the 1920s, we know little about the types of

assets that investors are said to have been overvaluing. In particular, evi-

dence on the relationship between innovation and the stock market is

sparse. How rapid was the growth of intangible capital during this pe-

riod? Did the stock market encourage investment in innovation? Did a

technological revolution lead to higher stock market valuations? This

chapter seeks to answer these questions using a rich data set of balance

sheets, stock prices, and patent citations for 121 publicly traded corpora-

tions between 1908 and 1929. The aim is to determine whether move-

ments in stock prices can be correlated with the intangible assets of firms

and why it matters whether markets in the 1920s got valuations right.

The new data lead to at least two advances over the current literature.

First, they introduce a robust measure of intangible capital based on the

patenting activity of firms during the 1920s. Although patents are a noisy

measure of innovation, citations to patents in the current data set in pa-

tent grants between 1976 and 2002 significantly enhance the signal-to-

noise ratio. Aside from McGrattan and Prescott (2005) who present esti-

mates of intangible capital for U.S. corporations during the 1920s, there

are no systematic data on the intangible capital of firms for this period.

Moreover, McGrattan and Prescott are only able to measure intangibles

indirectly using equilibrium relations from a growth model. In this study,

patents and their citations capture intangibles directly at the microlevel.

Second, it is well known that the predictability of U.S. stock returns is

an increasing function of time (Fama and French 1992, Barsky and De

Long 1990), yet most studies of the stock market in 1929 concentrate

on relatively short intervals, in particular the bubble period from early

1928 to October 1929 (Rappoport and White 1993, 1994). With over

twenty years of data prior to the Great Crash, this chapter is able to

track firm-level innovation over major swings in financial markets and

correlate these swings with changes in investor forecasts about the value

of fundamentals.

The main finding of this study is that intangible capital growth was

substantial in 1920s America, investors realized it, and they integrated

this information into their market pricing decisions. Between 1920 and

1929 the U.S. Patent and Trademark Office (USPTO) granted the 121
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firms included in this study 19,948 patents, 4,215 of which were subse-

quently cited in patent grants between 1976 and 2002. Insofar as these

citations represent flows of knowledge from one generation of inventors

to the next, this was a major epoch of technological progress. Using his-

torical patent citations as a proxy for the intangible capital of firms,

patent market value regressions reveal that a 1 percent increase in the

firm’s stock of cited patents is associated with a 0.26 percent increase

in market value during the 1920s. The returns to intangible capital were

approximately three times larger during the 1920s compared to the

1910s, reflecting large changes in the configuration of company assets

between these decades. Moreover, as the ratio of the coefficient on intan-

gibles to the coefficient on tangible capital is bigger for the 1920s, there

appears to have been a major shift in investor psychology toward intan-

gibles during the stock market boom. One implication of these findings is

that investors were not only more responsive to intangible capital at this

time, but through triggering large stock market payoffs for innovation,

they also encouraged its growth.

Intangible Capital and the Financing of Innovation

The finding that during the 1990s stock market run-up, unmeasured

intangible capital was an important element of a firm’s market value

(Hall, 2000, 2001) makes a historical perspective on this issue appealing.

Parente and Prescott (2000) have commented that ‘‘unmeasured invest-

ment is big and could be as much as 50% of GDP.’’ McGrattan and Pre-

scott’s (2000) calculations suggest that the growth of intangible capital

may explain the postwar increase in the ratio of total market capitaliza-

tion to GNP from around 0.5 in 1950 to 1.8 in the first half of 2000.

Unlike the literature on the modern period, however, intangible capital

is often omitted from discussions of financial markets during the 1920s.

This is a surprising omission, to the extent that intangibles are likely to

be significant in stock market valuations. For example, McGrattan and

Prescott (2005) estimate that the stock of intangible corporate capital

was at least 60 percent of the stock of tangible corporate capital in

1929. In their model, the stock market is overvalued only if the value of

intangible capital is zero. With more moderate estimates of the value of
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intangibles, they conclude that prices of stocks were too low in 1929,

and therefore Irving Fisher was right!

Additional evidence supports the view that the 1920s was an extra-

ordinary period of technological progress and intangible capital growth.

Several firms formed during the great merger wave in American business

(1897–1904) built up separate research and development laboratories,

shifting innovation away from individual inventor-entrepreneurs and to-

ward firms (Lamoreaux 1985). The centralized R&D lab became a focal

point for innovation and was perhaps the most significant organizational

change to influence the structure of American business in the early twen-

tieth century. In 1921 General Electric had five labs in four states.1 By

1927 AT&T had more than 2,000 research staff working in a 400,000-

square-foot thirteen-story building on West Street in New York (Na-

tional Research Council, 1927). Through vertical integration, firms

avoided some of the contracting problems associated with market-based

exchange, and managerial hierarchies facilitated the coordination of

resources for innovation. Mowery (1983) shows that investment in

R&D was positively correlated with firm survival rates between 1921

and 1946. Scientific knowledge became increasingly exploited as firms

developed larger stocks of organizational capital. Within firms, star sci-

entists played central roles in the commercialization of basic science,

though unlike their counterparts in the life sciences today, few went on

to start their own enterprises. Irving Langmuir spent more than four de-

cades at General Electric, his experiments leading to the invention of the

gas-filled incandescent lamp and a Nobel Prize for chemistry in 1932. At

Du Pont’s research center during the 1920s, Wallace Carothers’s investi-

gations into the molecular structure of polymers led to the discovery of

neoprene, and nylon, which were commercialized in the early 1930s

(Hounshell and Smith 1988). At Eastman Kodak, Kenneth Mees and

Samuel Sheppard significantly advanced the science of photography; by

reducing the width of photographic film, Kodak’s research scientists per-

mitted ever-smaller, lighter-weight cameras to be introduced. The institu-

tionalization of innovation also extended beyond the boundaries of the

firm as science in universities began to influence the direction of techno-

logical change in industry (MacGarvie and Furman 2005). Science and

technology also complemented larger stocks of human capital in the
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economy. David (1990) reveals how falling prices for electrical capital

goods after World War I encouraged electrification of the mass produc-

tion economy, which in turn increased the demand for skilled, literate,

and educated labor (Goldin 2001).

It is a reasonable a priori assumption that complementarities between

innovation, organizational changes, and human capital had an impact on

the stock market during this epoch in much the same way as researchers

have discovered they do today (Bresnahan, Brynjolfsson, and Hitt 2002).

The large early-twentieth-century American corporation was the princi-

pal agent of organizational and technological change according to Chan-

dler (1990). White (1990) suggests that General Motors was attractive to

investors during the 1920s because its more advanced management and

organization facilitated smooth transitions from one production run to

the next. Klepper and Simons (2000) show how firms with the favorable

mix of innovation and complementary assets (such as marketing chan-

nels) were more likely to survive the shakeout of producers in the tire

industry.

Intangible capital growth was also encouraged as markets developed

to finance innovation and investors became responsive to holding equi-

ties. According to Peach (1941) the public became more willing to hold

different types of securities issued by corporations following their suc-

cessful experiences with Liberty Bonds during World War I. O’Sullivan

(2004) documents a major financing role for the 1920s U.S. stock market

as companies increasingly used external sources of finance. According to

Rajan and Zingales (1998) financial development is positively correlated

with the allocation of capital to areas of highest value. Nicholas (2003)

shows for the 1920s that bond and stock issues by companies were pos-

itively correlated with their propensity to innovate. This finding is consis-

tent with Schumpeter’s (1942) contention that a developed and efficiently

functioning capital market extends the frontier of technological progress.

Historical Balance Sheets and Patents

In order to empirically track the development of intangible capital and

stock market value at the firm level during the early twentieth century, I

collate data on company financials and historical patent citations. The
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approach is similar to studies of the modern period that, given limited

disclosures by companies concerning expenditures on intangibles, used

indirect measures of intangible assets. For example, Bond and Cummins

(2000) use R&D and advertising outflows to proxy for investment

in intangibles, while Brynjolfsson, Hitt, and Yang (2000) infer that

computer-related intangibles are substantial because the coefficient on

the stock of computer capital in market value regressions is much larger

than other types of productive assets.2 Although patents are an imperfect

proxy for intangible assets, when combined with historical citations sta-

tistics, they provide a valuable source for tracing the dynamics of tech-

nological progress.

Company Financials

Before discussing the data on intangibles, as measured by patents and

historical citations, it is helpful to describe the company financial data.

The main sources on financials are Moody’s Manual of Industrials for

company balance sheets and the Commercial and Financial Chronicle

for end-of-year share prices. The sample includes every firm with at least

four years of continuous data, giving 121 firms with a time-series dimen-

sion running from 1908 to 1929. The main period of interest is the

1920s, but data going back to 1908 illustrate long-term swings in the re-

lationship between intangible capital and the stock market. The com-

pany financial data detail major ‘‘Chandlerian’’ corporations of the time

such as General Electric, E. I. Du Pont, Eastman Kodak, and General

Motors, as well as companies that possessed a more moderate level of

assets than the set of firms studied by Chandler (1990) (see figure 5.1A).

While there is still a slight skew toward larger firms, by market value, my

data closely approximate the population of companies collated by the

Chicago Research Center in Securities Prices (see figure 5.1B).

The main financial variables used in this analysis are calculated using

the methodology proposed by Lindenberg and Ross (1981). The market

value of the firm is measured as the product of common equity and year-

end market price, plus the book value of outstanding debt and the value

of preferred stock (which is assumed to be a perpetuity discounted at the

average industrial bond yield reported by Moody’s). Capital assets (k)

are estimated using the recursive formula krc
t ¼ krc

t�1½ð1þ iÞ=ð1þ rÞ� þ
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Figure 5.1
Benchmarking the data
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ðkbv
t � kbv

t�1Þ where i is the GNP implicit deflator, r is the depreciation

rate at an assumed 5 percent, and the subscripts rc and bv denote re-

placement value and book value, respectively. Inventory is estimated at

replacement cost by adjusting for inflation through the wholesale price

index from Historical Statistics of the United States: 1790–1950. Tobin’s

q is then calculated as the ratio of the firm’s market value to the replace-

ment cost of its tangible assets. Descriptive statistics on these variables

are given in table 5.1.

Historical Patent Citations

Table 5.1 also includes summary data on patenting. Patent data were

assembled from the USPTO and the European Patent Office (EPO)

for each firm in the sample. Over 35,000 patent grants were assigned to

the 121 firms between 1908 and 1929, with 19,948 being assigned be-

tween 1920 and 1929. Figure 5.2 illustrates the level of patenting activity

by firm year. High-frequency patenting firms like Westinghouse, which

peaked at 564 patent grants in 1929, are included alongside lower-

frequency patenting firms like Otis Elevator, which peaked at 26 patent

grants in 1928. Twenty-one firms in the sample did not patent at all.

Patent counts are commonly used to proxy for innovation, but this

measure is prone to error because not all inventions are patented and the

quality of patents varies widely (Griliches 1990). To improve the quality

of the patent measure, I use citations to 1920s patents in patent grants

between 1976 and 2002. The assumption is that citations distinguish

the frontier of knowledge regardless of how far back in time they go. It

can be argued that inventors and patent examiners habitually cite patents

from the past without regard to prior art. However, if innovation is cu-

mulative, as suggested by Scotchmer (1991), and citations come from the

frontier, these references will reflect knowledge transfers between gener-

ations of inventors.

Of the 19,948 patents granted to firms between 1920 and 1929, 21

percent are cited in patents granted between 1976 and 2002. Of the

4,215 patents cited, 2,548 receive one citation, while 1,667 receive two

or more citations, with the maximum number of cites for a patent being

27. This is a notable number of citations given that citations fall off

sharply a decade after the patent’s grant date (Caballero and Jaffe 1993).
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Table 5.1
Descriptive statistics

Market
value ($m) k ($m) q Patents

Patent
citations

1908 69.35 53.37 0.72 13.70 .
(174.58) (180.43) (0.30) (52.28) .

1909 77.75 51.04 0.83 15.23 .
(199.46) (173.01) (0.31) (53.52) .

1910 72.20 49.08 0.82 13.74 .
(183.70) (163.32) (0.29) (48.81) .

1911 71.52 44.57 0.74 17.08 .
(181.38) (153.92) (0.28) (59.61) .

1912 70.36 44.75 0.82 16.77 .
(179.80) (148.33) (0.35) (61.77) .

1913 64.60 42.36 0.77 17.18 .
(168.88) (140.80) (0.32) (57.21) .

1914 61.80 41.28 0.78 20.00 .
(157.78) (135.07) (0.43) (65.65) .

1915 66.47 38.03 0.81 21.45 .
(170.88) (125.88) (0.31) (65.60) .

1916 70.97 41.25 0.72 18.92 .
(183.29) (137.41) (0.26) (59.39) .

1917 65.55 52.30 0.51 18.43 .
(168.64) (169.35) (0.18) (59.42) .

1918 70.95 56.70 0.51 16.87 .
(173.03) (185.18) (0.18) (58.18) .

1919 66.85 39.84 0.68 13.74 .
(159.26) (149.43) (0.30) (49.26) .

1920 55.65 47.00 0.49 11.83 3.79
(142.50) (165.29) (0.18) (41.83) (12.34)

1921 59.09 37.95 0.66 13.46 4.70
(150.13) (133.26) (0.27) (41.32) (11.93)

1922 70.63 34.14 0.76 13.09 4.68
(171.14) (116.22) (0.37) (38.29) (13.45)

1923 73.87 35.81 0.74 13.55 4.88
(178.26) (118.75) (0.36) (40.26) (12.60)

1924 88.86 35.13 0.84 16.26 6.37
(208.09) (116.66) (0.41) (51.39) (19.75)

1925 108.55 34.91 1.01 20.94 8.86
(249.68) (115.10) (0.63) (69.91) (32.02)

1926 139.24 37.79 1.07 21.86 8.90
(368.52) (113.54) (0.64) (62.41) (23.77)
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Table 5.1
(continued)

Market
value ($m) k ($m) q Patents

Patent
citations

1927 161.94 39.43 1.25 21.46 10.54
(401.17) (114.28) (0.82) (65.02) (32.86)

1928 250.22 44.44 1.58 28.31 10.45
(581.75) (116.52) (1.13) (82.73) (30.69)

1929 234.27 51.16 1.25 29.61 13.30
(569.41) (115.19) (0.92) (90.50) (36.59)

Note: Standard deviations in parentheses.

Figure 5.2
Patent counts per year for the firms in the sample, 1920–1929
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To show how large this proportion is, I collected data on 132 successful

grants by the USPTO between 1910 and 1930 to the great inventor-

entrepreneur Thomas Edison. Great inventors were typically entrepre-

neurial figures who developed important inventions in response to

market demand (Khan and Sokoloff 1993). Forty-two (31.8 percent) of

Edison’s patents are cited in patents granted between 1976 and 2002. Al-

though this proportion may be inflated if patent examiners have a pro-

pensity to ‘‘cite the classics,’’ I use Edison’s patents as a benchmark for

the upper tail of the patent quality distribution. This comparison sug-

gests that the proportion of citations observed for the firms in the sample

is both large and significant.

Patents as Intangibles

Recent research suggests that the 1930s was the most technologically

progressive decade of the twentieth century. And the significance of pro-

ductivity growth during this period may be attached to technological

‘‘larder-stocking during the 1920s and earlier, upon which measured ad-

vance built’’ (Field 2003). Insofar as the patent citation data reveal that

the 1920s was a major epoch of technological innovation, how far can

patent rates be used to measure the stock of intangible capital in the

economy?

It is important to note at the outset that this measure is imperfect. Al-

though twenty-one firms in the sample did not patent, their stock of in-

tangible capital was undoubtedly greater than zero. Innovations in food

processing, for instance, are much less likely to be patented compared

to innovations in machinery (Moser 2005). Thus, companies like Coca

Cola and Quaker Oats developed intangibles through branding, secrecy,

and distribution networks even though their intangibles are effectively

put at zero for this study. Nevertheless, an insight into the significance

of patents as intangible assets can be gained from the financials detailed

by Moody’s. Numerous companies found intellectual property rights to

be so important in their portfolio of assets that they reported patents di-

rectly in financial statements. J. I. Case Threshing Machine Company,

the Wisconsin agricultural machinery manufacturer, reported $1.04 mil-

lion in patents between 1922 and 1928. American Bosch Magneto Cor-

poration, which manufactured devices for internal combustion engines,
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valued its patents at between $594,176 and $633,356 from 1924 to

1929, equivalent to around one-third of the total assets of the company.

More generally, patents were critical for appropriability during the

1920s. Extrapolating backward from Cohen, Nelson, and Walsh (2000),

discrete industries such as chemicals in which patent protection is deemed

to be important were cornerstones of industry structure in the early

twentieth century. Mokyr (1990) puts innovations in chemicals at the

heart of the second industrial revolution. Patents not only increased

the effectiveness of research and development activities, but they also

enhanced the market power of incumbents. Lerner, Strojwas, and Tirole

(2003) argue that patent pools were a principal means through which

firms during the early twentieth century used intellectual property rights

to foster collusion. For example, the American conglomerates Du Pont,

Standard Oil, and Allied Chemicals; the English firm I. C. I; and I. G.

Farben of Germany captured a commanding share of the fertilizer mar-

ket through 1,800 patents relating to the synthetic nitrogen process

(Comer 1946).

Perhaps the most compelling evidence that patents were an important

component of a firm’s portfolio of intangible assets can be gained from

figures 5.3, 5.4, and 5.5. Figure 5.3 plots indexes of total patents granted

by the USPTO and those granted to the firms in the sample for compar-

able years. A striking result to emerge from this figure is the growth of

patenting activity by firms over time. This growth in firm-level patenting

activity is consistent with what we know about the role of the early-

twentieth-century-industrial research laboratory in increasing the rate of

innovation within firms (Mowery, 1995)

Using the means from table 5.1, figure 5.4 plots trends in patenting

and market value over time. The logarithmic scale allows a more infor-

mative comparison of large (market value) and small (patent count)

values because an equal percentage change is shown as an equal amount

of space on the graph. It is notable to observe during the 1920s how

close the growth rate of patents, and especially of patent citations, is

aligned with the growth rate of market value.

Figure 5.5 illustrates that patents as intangible capital were important

in the context of the stock market for several of the companies consid-

ered. AT&T, General Electric, and Westinghouse pushed out the frontier
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Figure 5.3
Index of patents for firms in the sample and aggregate USPTO patents

Figure 5.4
Market value and patents, 1908–1929
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Figure 5.5
Indexes of patenting and Tobin’s q, 1919–1929
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Figure 5.5
(continued)
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of productivity enhancing electrification technology. Eastman Kodak

created a market for amateur motion pictures during the 1920s with

the introduction of 16 mm reversal film on cellulose acetate. General

Motors developed lighter metal casings for motor vehicles, while Fire-

stone and Goodyear introduced advanced methods of rubber vulcaniza-

tion, increasing the longevity of tires. Although the association between

patenting and q is weak for some of the companies illustrated (Du Pont

and Ingersoll-Rand), the fact that the correspondence is close for others

warrants a more systematic investigation of the links between financial

markets and the intangible assets of firms.

Figure 5.5
(continued)
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Estimating the Market Value of Intangibles

To analyze the data more systematically, I use an empirical approach

developed from a simple model that relates patents to market value. The

market value model of Griliches (1990) assumes an efficiently function-

ing financial market where the value of a firm ðvÞ depends on the evolu-

tion of its cash flows, which firms attempt to maximize from their mix of

tangible ðkÞ and intangible ðgÞ assets. This gives a value function of the

form (5.1) where g is the market premium or discount over tangible

assets and p represents the relative shadow value of intangibles. Using a

standard linear approximation of this value function yields equation 5.2,

where q is the ratio of the firm’s market value to the replacement cost of

its assets. The coefficient a1 measures the value of intangible assets rela-

tive to the tangible assets of the firm. If the value of the firm exceeds its

replacement cost, the intuition behind this model is that the difference

can be explained by the presence of intangibles ða1 > 0Þ.

vitðkit; gitÞ ¼ gtðkit þ pgitÞ ð5:1Þ

logðqÞit ¼ logðv=kÞit ¼ a0 þ a1ðg=kÞit þX 0
it þ uit ð5:2Þ

logðvÞit ¼ y0 logðkÞit þ y1 logðg=kÞit þ y2ðg ¼ 0Þit

þ y3AGEit þ y4AGE2
it þ

Xj�1

j

y5Etj � logðg=kÞit þ uit ð5:3Þ

Although the logarithm of q is commonly used as a dependent vari-

able, I prefer a specification (equation 5.3) with the logarithm of market

value on the left-hand side because changes in stock prices, which are in-

corporated into the numerator of q, explain the largest component of the

variation in q during the 1920s. Intangible capital is given by the firm’s

stock of patents, which is constructed using the declining-balance for-

mula git ¼ ð1� dÞgit�1 þ patit with a depreciation rate d ¼ 0:15. I weight

each patent by the number of citations it receives, summing the total

number of citations for each firm, each year. Both the stock of patents

and citation-weighted patents ðgcÞ are normalized on the firm’s capital

assets. A dummy variable for when g ¼ 0 is added to partial out the

effect of adding one to the patent stock as a precondition of taking its

logarithm. I use a logarithmic specification for g because it moderates

Stock Market Swings and Innovation, 1908–1929 233



www.manaraa.com

extremes in the data and lessens the effect of outliers. Thus, y1 has an

elasticity interpretation.

An additional variable, AGE, is calculated as time t minus the year of

the firm’s incorporation and included in the regressions (with a polyno-

mial) to determine how far a firm’s vintage affects its stock market capi-

talization in the manner of Hobijn and Jovanovic (2001). Since variation

over time in the value of intangible capital is also of interest, interactions

of Ej�1 year dummies with the firm’s normalized stock of patents are

also included. To analyze the returns to intangible capital over major

swings in the stock market and obtain more refined estimates with cita-

tion data, which I have for 1920 to 1929, equation 5.3 is estimated for

two panels, 1908–1918 and 1919–1929.3

Results

Referring back to the descriptive statistics in table 5.1 and the plots

in figures 5.3 and 5.4, it is clear that as the market value of com-

panies grew during the 1920s, the patenting activity of these firms also

increased. The aim of this section is to determine whether anything

more systematic can be concluded from the relationship between these

variables.

Before discussing the results themselves, it is important to consider an

issue that has a wider bearing on the interpretation of the findings: the

direction of causality between patenting and q. Taking a cue from the

empirical literature on the q-model of investment, authors such as Barro

(1990) find that the stock market predicts investment, while others such

as Blanchard, Rhee, and Summers (1993) find that it does not. Theory

suggests that the relationship between innovation and market value is

also endogenous. Incumbents have incentives to preemptively innovate

if the expected payoffs exceed the rents from maintaining the current

technology (Gilbert and Newbery 1982). Equally, stock market run-ups

can be driven by technology push. Equation 5.3 does not identify the di-

rection of causality. While the standard solution to this problem is an in-

strumental variables estimator, there are also alternative strategies. For

example, Brynjolfsson, Hitt, and Yang (2000) use a test motivated by

Granger’s concept of causality, finding that the lagged stock of computer
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capital predicts market value, while lagged market value has little predic-

tive power for investment in computers.

For the overall interpretation of the current results, the simultaneous

association between innovation and market value is not so problematic.

After all, the central argument is that investors were alert to the opportu-

nities presented by companies with stocks of intangible capital, which

also encouraged further investment in innovation: both effects fed off

each other concurrently, and access to external sources of corporate

finance probably played a mediating role (Nicholas 2003). However, a

related issue still remains: measuring and interpreting the size and signif-

icance of the relationship between patenting and market value.

To address this issue, differences in parameter estimates between peri-

ods are used. The regressions for 1908 to 1918 serve as a benchmark for

the regression results of the 1920s. Changes in the stock market returns

to intangible capital are captured by differences in the coefficient y1 be-

tween 1908–1918 and 1919–1929. Through y5 this effect can be mea-

sured for subperiods of the 1920s (interactions of the year dummy and

logðg=kÞ measure changes in the relationship between stock market value

and patenting relative to a baseline). Any change in investor attitudes to-

ward intangible capital will be revealed by the ratio of the coefficient on

intangibles ðy1Þ to the coefficient on tangible capital ðy0Þ.
Table 5.2 contains the regression results. The first point to note is that

the coefficient on the log of the capital stock ðkÞ is surprisingly low with

fixed effects; under the assumption of linear homogeneity in the market

value model of Griliches (1990), the coefficient should be exactly one.

The results from the first two columns of table 5.2 imply that for a 1 per-

cent increase in the capital stock, market value increases by only 0.31

to 0.38 percent. In an ordinary least squares (OLS) specification without

controls for unobserved heterogeneity, the estimates on ðkÞ at the 95 per-

cent confidence interval are larger at between 0.83 and 0.89, but they are

still significantly different from unity. Possible explanations for the devi-

ation include large, fixed capital adjustment costs or measurement error

bias. A corrective approach would be to impose unity in the empirical

specification, but since this has the effect of biasing downward the other

coefficients in the model, the current model without parameter restric-

tions is preferred.
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Table 5.2
Market value regressions

Dependent variable logðvÞ

I II III IV

logðkÞ 0.3817 0.3087 0.2843 0.2677
(0.0299) (0.0345) (0.0354) (0.0353)

logðg=kÞ 0.0465 0.1245
(0.0286) (0.0394)

g ¼ 0 �0.0598 0.0970
(0.0298) (0.0405)

logðgc=kÞ 0.2565 0.1849
(0.0507) (0.0553)

gc ¼ 0 0.0897 0.0777
(0.0426) (0.0426)

1926 � logðgc=kÞ 0.0777
(0.0536)

1927 � logðgc=kÞ 0.0621
(0.0536)

1928 � logðgc=kÞ 0.1448
(0.0573)

1929 � logðgc=kÞ 0.2327
(0.0651)

AGE 0.0307 0.1266 0.0421 0.1610
(0.0060) (0.0096) (0.2405) (0.0127)

AGE2 �0.0006 �0.0008 �0.0009 �0.0010
(0.0002) (0.0002) (0.0002) (0.0002)

Period 1908–1918 1919–1929 1919–1929 1919–1929
Firm effects Yes Yes Yes Yes
Year effects Yes Yes Yes Yes
F 20.00 66.30 52.81 53.82
R2 within 0.29 0.48 0.45 0.46
R2 between 0.65 0.18 0.46 0.11
R2 overall 0.66 0.20 0.43 0.12
Observations 781 1077 964 964

236 Tom Nicholas



www.manaraa.com

With respect to intangibles, the results reveal a strong and significant

relationship between patenting and stock market value. Columns I and

II report comparable estimates on the patent stock variable for the peri-

ods 1908–1918 and 1919–1929. During the 1920s, the elasticity of

the firm’s normalized stock of intangibles ðg=kÞ with respect to market

value is 0.12, approximately three times larger than the estimate for

1908–1918. In a comparison of columns II and III, the elasticity estimate

increases from 0.12 to 0.26 when citation-weighted patents are intro-

duced. This is important because cited patents are more likely to be com-

mercially viable than their uncited counterparts. As the estimates show a

higher value on quality patents, the results suggest that investors were

integrating expectations of future growth from innovation into their as-

sessment of market prices.

Why are the parameter estimates on the patent stock variables so dif-

ferent between periods? To the extent that firms were accumulating sub-

stantial stocks of intangible capital during the 1920s, this is exactly what

we would expect if investors perceived that these intangibles would have

a positive impact on expected future earnings. Investors would have been

increasingly aware of important new inventions because widely distrib-

uted publications such as the Scientific American kept readers apace with

technological breakthroughs. The Official Gazette of the USPTO pub-

lished lists of patents assigned to companies, which investors could easily

track.4 If investors were uncertain about how innovation would contrib-

ute to the dividend growth rate, the effect would have been to increase

the firm’s fundamental value. Pástor and Veronesi (2006) incorporate

uncertainty about the firm’s future profitability into a stock valuation

model that can reject the hypothesis of a bubble in the Nasdaq at its late

1990s peak. In their model, as uncertainty increases, the price of a stock

can be justified with a significantly lower expected growth rate of earn-

ings. The high trading volume on the New York Stock Exchange during

the 1920s is consistent with high levels of uncertainty. Since no one knew

what RCA’s dividend trajectory looked like (because it did not pay a div-

idend), the firm had some probability of failing and some probability of

becoming a market leader, and therefore became extremely valuable to

investors in much the same way that Nasdaq stocks had some probabil-

ity of failing, but also some probability of becoming the next Microsoft
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in the Pástor and Veronesi (2006) framework. Relative to the 1910s, the

1920s was a much more uncertain epoch concerning how technology

would influence the future profitability of firms since the technological

change taking place was so far reaching.

Retrospectively, we also know that technological revolutions are char-

acterized by diffusion lags, so the large differences between the 1910s and

the 1920s in the valuation of intangibles is comprehensible in this con-

text. According to Hobijn and Jovanovic (2001), the process of innova-

tion and delayed stock market reaction caused a lull in the stock market

during the 1970s as organizations adjusted to new information and

communications technology (ICT) and old capital became gradually dis-

placed. The boom in the stock market during the 1990s was then a re-

sponse to a more efficient new vintage of capital that revolved around

the implementation of ICT. By this time, investors had a much clearer

idea of which firms had adapted to the new technological environment

and which had not. New capital became more valuable as old capital

faded away; innovation did not cause a bubble in the 1990s stock

market.

Inasmuch as the 1990s was a decade of ICT, the 1920s was a decade

of electrification, and a similar diffusion lag was evident. David (1990)

argues that the 1920s productivity acceleration occurred because manu-

facturing plants had developed complementary capabilities to exploit

electrical power transmission inventions that dated back to the 1880s.

Beyond electricity the inverted-U relationship between market value and

AGE shown in table 5.2 is consistent with models of innovation and the

stock market that associates new capital value creation with old capital

value destruction.5 Many dominant firms lost market share during

the 1920s as rivals embraced newer technologies. For example, United

States Steel overcommitted resources to producing steel for rail lines and

ignored opportunities for profit created by steel skeletal construction for

skyscrapers and bridges. Bethlehem Steel, in contrast, innovated in this

market and by the early 1920s had gained significant market share from

U.S. Steel. Old firms did not fall away altogether, but rather the threat of

creative destruction encouraged preemptive innovation to prevent the

dissipation of industry profits. A buoyant industrial sector (Klepper

2002 reports that more than 500 firms entered the automobile industry
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in its first twenty years) meant that new firms seized opportunities

ignored by inefficient incumbents.

The 1920s was probably the first period in history when investors

began to assess the intangible assets of companies. This would have

required a major shift in investor psychology toward the bundle of assets

that comprise a firm and a favorable assessment of the equity risk pre-

mium. The nuts and bolts of the railroad corporation were much easier

for investors to value than the intangible assets of the 1920s technology

firm. The results in table 5.2 provide an indication of the change in inves-

tor attitudes. The coefficient on intangibles (the patent stock variable) is

much larger relative to the coefficient on tangible capital when compar-

ing columns I and II. The results in the final column of table 5.2 show

that the relationship between patenting and market value is stronger for

years closer to the 1929 crash, contrary to what would be predicted if

this was a phase of unrestrained speculation by uninformed investors.

The baseline period in this regression is set at 1920–1925, where the

elasticity of patenting with respect to market value is 0.18. In 1926 the

elasticity rises to 0.26 (0.1849 þ 0.0777), in 1927 to 0.25, in 1928 to

0.33, and in 1929 to 0.42. At this level of aggregation, there is not

enough variation in the data to pick out the pre- and post-crash valua-

tion of intangibles; the coefficient for 1929 is a point estimate for the en-

tire year. Nevertheless, the coefficients for 1926–1928 provide enough

evidence to support the view that stock market appreciation during the

run-up to the crash was connected to expectations about the intangible

capital embodied in firms.

Discussion and Conclusion

Intangible capital growth was substantial in 1920s America. Investors

realized it and integrated this information into their market pricing deci-

sions. Recall that q is computed using tangible capital, and therefore q

can exceed unity as intangible assets become a larger fraction of total

assets. The most important source of variation in q during the 1920s

was the change in stock market prices. Table 5.1 shows that average q

was very low in 1920 (0.49) but by 1929 had risen to 1.25. What

explains this drastic change in the market value of firms relative to the
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replacement cost of their assets? While conventional wisdom suggests

that unrestrained speculation created a divergence between share prices

and fundamentals, this chapter has offered a new perspective: the inter-

action between innovation and changes in investor attitudes toward

intangible capital fomented large stock market payoffs for innovating

firms. Consequently, the run-up to the crash might not have been an

epoch of irrational exuberance, as is often claimed; rather, investors may

have been linking rational (positive) expectations about fundamentals to

the market value of firms.

The basic assumption underlying this analysis is that the value of in-

tangible assets can be inferred from the gap between q and the replace-

ment value of capital derived from the firm’s balance sheet. A common

criticism of this approach is that market participants do not accurately

observe intangibles and therefore the market value regression may re-

cover an inefficient estimate of intangible value (Bond and Cummins

2000). Yet the evidence here supports the hypothesis that investors were

receiving information about intangible capital during the 1920s. I mea-

sure their response to fundamentals by the value attached to citation

weighted patents. The fact that cited patents have substantial explana-

tory power (even over and above unweighted patents) in the market

value regressions shows that investors placed a premium on firms that

pushed out the frontier of knowledge. Furthermore, the estimates in table

5.2 show that the parameter on the patent stock variable is much larger

during the 1920s than the 1910s. Therefore, the results are consistent

with a major change in the psychology of investors during the stock mar-

ket boom. The 1990s run-up in the stock market has been interpreted as

a response to an increase in the amount of organizational capital (Hall

2000, 2001). Similarly, the 1920s stock market boom can be seen as a

response by investors to the growth of intangibles in the economy.

Technological change does trigger booms in the stock market. The

1920s was a remarkable decade of technological progress and intangible

capital growth. By 1920 electricity had surpassed steam as a source of

power for manufacturing and by 1929 accounted for 78 percent of total

capacity (Devine 1983). A chemicals invention during this epoch—Percy

Bridgman’s method for growing crystals and purifying crystalline sub-

stances (patent number 1,793,672 filed February 16, 1926)—paved
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the way for what David (1990) describes as a breakthrough event in

the computer revolution almost half a century later: Intel’s silicon

microprocessor. The organization of production along Taylorist lines

improved workplace learning and performance (Hounshell 1984). As

the threat of creative destruction in product markets increased the mar-

ginal benefits from investing in search for new technologies, firms that

innovated received sizable stock market payoffs (Nicholas 2003). As cap-

ital markets became increasingly liquid due to the entry of additional

investors, innovation could be financed by access to external sources of

credit. Investors financed innovation directly, and indirectly they encour-

aged investment in technological development by inducing stock market

rewards for innovation. One argument is that the change in fundamen-

tals during this period may have caused ‘‘informational overshooting’’

(Zeira 1999) as market participants had different expectations about

how long technological change would keep dividends growing. How-

ever, retrospectively we know that productivity growth did persist,

so there was no ex ante constraint on the profits and payouts of firms.

General Electric, for example, was profitable throughout the depression

years (O’Sullivan 2004). Productivity growth during the 1930s was

marked (Field 2003). It might be plausible therefore that investors were

driving up equity values in the 1920s on expectations of productivity

growth a decade later.

None of these reasons, which suggest that stock prices in 1929

were warranted ex ante, is meant to deny instability in financial markets

on the eve of the crash. Neither do the findings detract from the real

consequences of the precipitous decline in the stock market from 1929

to 1933. Not for the first time in the history of financial markets did

investors begin to appreciate the downside of stock market risk. As Gal-

braith (1987) put it, ‘‘To an extraordinary degree this is a game in which

there are many losers.’’ Rather, the aim of the exercise has been to illus-

trate the significance of intangible capital growth during the 1920s and

to highlight that the positive correlation between market value and inno-

vation arose because of a change in investor attitudes toward the compo-

sition of assets within a firm. The evidence here suggests that soaring

stock market prices during the 1920s may have made sense insofar as

they were correlated with the growth of intangibles in the economy.
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Determining how market participants responded to firms with large

stocks of intangibles during the crash and after should further our under-

standing of interactions among intangible capital, investor behavior, and

the stock market.

Notes

1. Schenectady, New York; Lynn, Massachusetts; Pittsfield, Massachusetts; Har-
rison, New Jersey; Cleveland, Ohio. See National Research Council (1921).

2. They estimate a market value specification in which the coefficient on infor-
mation technology (IT) capital is around 10. According to their interpretation,
the stock market does not value $1 of IT capital at $10. Rather, for every $1 of
IT capital, there are $9 of related intangibles.

3. The first year of data drops off in the construction of the capital stock at re-
placement cost. Therefore, the panel regressions are run for 1909–1918 and
1920–1929, respectively.

4. An investor tracking Westinghouse, for example, would have been able to see
that the firm was assigned more than 4,000 patents during the 1920s, approxi-
mately double the number of assignments during the 1910s.

5. However, it should also be noted that the coefficients on AGE and AGE2 are
not precisely estimated over the two time periods.
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6
Financing Fiber: Corning’s Invasion of the

Telecommunications Market

Margaret B. W. Graham

Optical fiber for telecommunications is a classic instance of Schumpeter-

ian ‘‘creative destruction.’’ A technological innovation that had been

anticipated by telephone companies around the world for decades as a

vitally necessary way to increase communications bandwidth paradoxi-

cally became a stumbling block for many of these same companies

by the end of the twentieth century. The principal agent of this disrup-

tive episode—what Joseph Schumpeter would have termed a ‘‘creative

responder’’—was the American specialty glass company, Corning Glass

Works, later Corning Incorporated.1

As Schumpeter observed, the disruptive efforts of creative responders

are destructive in part because they are economically unpredictable.2 It

follows that the financing of disruptive and radical innovations can pose

major challenges for any company that has ongoing businesses to sustain

and develop and that practices prudent risk management. This chapter

deals with the risks and challenges that Corning faced in largely self-

financing its optical fiber innovation. Corning’s challenges included not

only inventing and developing its critical part of the new optical fiber

system (in concert and competition with other companies), but penetrat-

ing a market that was controlled by some of the most powerful telephone

companies on earth. More daunting still, Corning took the substantial

risk of innovating in fiber during the 1970s, a decade during which its

existing businesses, like those of many other companies, were experienc-

ing unprecedented pressures.3

To achieve the commanding position in fiber-optic technology that it

ultimately achieved—dominant worldwide supplier of optical fiber from

the 1980s on—Corning needed to solve four strategic financial problems.
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Only one of these is normally recognized as a routine cost of innova-

tion.4 In order of their manifestation, they were: (1) funding long-term

research and development for a risky project that was not expected to

reach fruition for decades,5 (2) financing the costly construction and de-

fense of an intellectual property position for a business that did not yet

exist, (3) acquiring collateral knowledge and know-how of cable and

the cable business beyond Corning’s own experience base, and (4) inves-

ting in costly state-of-the-art fiber-optic manufacturing capacity well in

advance of predictable demand. The company addressed all four of these

problems with an acceptance of risk that not only flew in the face of pre-

vailing financial practice, but violated or avoided its own internal finan-

cial controls.

At a time when scale was believed to trump almost everything else in

business, fiber optics demonstrated that special knowledge and expertise

could be even more important than size and capital for an innovating

company. It also demonstrated that innovating companies, and the indi-

vidual entrepreneurs who ran them, should expect to assume, not avoid,

personal and organizational risk if they wanted to create opportunities

for superior returns.6

At Corning, the fiber-optics project coincided with the adoption of

new, more rigorous financial controls designed to wring greater produc-

tivity from the company’s operations. This regime, consisting in part of

new resource allocation procedures, inevitably impinged on R&D. For

many other companies in the 1960s and 1970s, the move toward greater

financial rigor, measurement, and accountability often blocked, or at

least weakened, long-term R&D projects while a new generation of man-

agers adjusted to having to compete in an internationalized manufactur-

ing arena (Liberatore and Titus 1983). A business world that regarded

‘‘management by the numbers’’ as the sign of a well-managed company

did not consider it necessary or even desirable to seek a right balance be-

tween productivity and creativity (Lamoreaux, Raff, and Temin 2003).

Yet executives in entrepreneurial companies in this financially obsessed

era had to learn to make exceptions—had to decide where controls and

policies had to be adhered to and where it was important to suspend the

rules. Few companies’ executives sought such a balance, and even fewer

found it. Corning’s optical fiber story deserves attention because the

company’s leadership took the personal risks and made the necessary
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exceptions. Though it would take nearly twenty years (1967–1985) for

the optical fiber project to break even on an operating basis, the project

managed to evade many threatening financial hurdles, receiving count-

less dispensations from the more adverse resource allocation policies

that were being adopted at Corning. As a result, rather than putting a

stop to fiber, Corning’s new financial controls had positive consequences

for the project. Though honored mainly in the breach in the case of fiber,

the new rules helped to build and sustain the company’s innovative capa-

bility,7 improving its capacity in general to support several costly and

demanding innovations at once.

The Shot Heard Round the World

Two researchers from Corning Glass Works attended a technical confer-

ence in England dealing with the future of communications technologies

in the spring of 1970. Sponsored by the Institute of Electrical Engineers,8

and titled ‘‘Trunk Telecommunications by Guided Waves,’’ the confer-

ence represented the prevailing view of the leading communications

researchers at the time that the next step in increasing the capacity of

telephone and data systems would be the development of millimeter

wave guides. Well along in the conference agenda, Corning’s Bob Maurer

shocked the assembled representatives of various national telephone

companies with an announcement about the alternative to ‘‘guided

waves,’’ optical fiber. In a presentation so short and low key that it occu-

pied only a brief technical note in the conference proceedings, Maurer

revealed that a team of optical fiber researchers at Corning’s Sullivan

Park research center had met and surpassed the established goal of less

than 20 decibels for signal attenuation that had been specified as the the-

oretical target for commercial success.9 Other research teams had long

since concluded that this goal was out of reach for at least the next gen-

eration of technology. Knowing this, the Corning team’s revelation was

not just low key; it was deliberately misleading. They wanted their pre-

sentation to accomplish two contradictory objectives: to alert technically

knowledgeable parties to their breakthrough, but to attract as little busi-

ness attention as possible.10 Only one group of researchers already knew

Corning’s news: because Corning had a prior licensing agreement with

AT&T through Western Electric, Bell Labs had been told in July.
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Others who were dimly aware of Corning as a modest-sized specialty

glass company were inclined to overlook the announcement. Corning

was, after all, a specialty materials company, not a communications

company. But to researchers from top-notch laboratories who had tried

and failed to hit the goal that Corning’s research team had comfortably

exceeded, the announcement was a sign that a technical star to be reck-

oned with had appeared in the communications firmament.

Stewart Miller of Bell Laboratories was one of the few scientific

experts in the audience who understood both the technical and the busi-

ness significance of the Corning team’s breakthrough. He recognized that

the Corning researchers had accomplished something remarkable. But at

first he was inclined to deny that it mattered to AT&T. Miller’s labora-

tory was heavily committed to millimeter waveguides as the next stage of

communications technology, and although the final stages of that tech-

nology were slower in coming than Miller’s group had predicted, they

were still confident that waveguides would achieve feasibility any day

now. In any case, because AT&T had recently concluded a licensing

deal with Corning that covered any developments in optics Corning

might make, Bell Labs could afford to be interested but not worried.

Miller’s attitude would change when senior AT&T executives began

asking the obvious uncomfortable question: Why had Bell Labs, with

its large budget and substantial effort devoted to waveguides, allowed

Corning to get ahead of it in an area that AT&T was supposed to dom-

inate (Hecht 2004)?

Despite its relatively small size and limited resources Corning was ac-

customed to challenging companies that were much larger and better

resourced. Since the early twentieth century, it had successfully entered

or created a wide array of new businesses, each requiring special techni-

cal expertise not easily acquired elsewhere. Corning called its strategy of

combining its special expertise with leading-edge technologies taking the

‘‘uncluttered path.’’ The new technologies it developed, often in concert

with others, typically allowed it to operate alone in a new market, be-

yond competition, for a significant period of time. Before World War II,

the company had taken care to do this while limiting its own growth, by

entering into ‘‘associations’’ (business relationships that would later be

known as joint ventures or strategic alliances). Corning used these asso-

ciations to leverage its specialist expertise without having to supply all
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the necessary resources to develop a new technology-based business on

its own. Corning’s associations—Pittsburgh Corning for architectural

glass, Owens-Corning for fiber glass, Dow Corning for silicone, and

others—shared equally both risks and rewards. Sometimes the resulting

new ventures, such as Owens Corning, grew larger than Corning itself,

and Corning shared in the ongoing financial returns. Because of them,

Corning’s owners avoided what they perceived to be the disadvantages

of large size: cumbersome bureaucracy and loss of agility.

Corning’s practice of forming associations ended abruptly shortly be-

fore World War II when federal government antitrust policies changed

under the New Deal. President Franklin Roosevelt’s antitrust enforcer,

Thurman Arnold, focused on Corning and some of its technical collabo-

rators, calling them collectively the ‘‘Glass Trust,’’ a group of prominent

glass and electrical companies (Dyer and Gross 2001, Graham and

Shuldiner 2001). Under Arnold’s new interpretation of monopoly law,

the glass companies were not alone in being condemned as monopolists.

Others were telephone, electric, and, as well, the Aluminum Company of

America.11 But Corning’s penalty was especially onerous because the

company was still privately owned. In addition to incurring big personal

financial penalties, Corning was forced to adopt a new business model,

forced to discontinue technology sharing and to adopt a more self-

contained approach to innovation.

Even after Corning issued stock in 1946, in part to deal with family

estate taxes, large blocks of its stock remained in the custody of family

members and senior Corning employees. As a result, Corning was still

shielded from the most restrictive disciplines of the financial markets

and could avoid some of the practices that typically inhibited innovation

in a number of companies after the war. These included selling propri-

etary technology for short-term returns or expecting short term payoffs

on long-term projects. It was taboo at Corning to treat knowledge as a

financial asset to be sold to the highest bidder. If other companies had

proprietary technologies or know-how that Corning needed to succeed,

then Corning might exchange proprietary knowledge of its own for other

knowledge or other resources that it needed to complete an innovation.

But proprietary knowledge was viewed as a resource reserved for pro-

ductive use in Corning operations and ventures, not as a way of gaining

additional cash.
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Toward the end of the 1960s, however, it was becoming clear to

Corning’s leadership that more rigorous internal financial disciplines

were necessary if Corning wanted to continue to fund growth in its exist-

ing businesses and still ensure that projects ready for development could

get the necessary resources. In the arena of communications technology,

in particular, Corning was up against powerful incumbents. Companies

like AT&T enjoyed commanding technical positions, were in the main

technically self-sufficient, and appeared to have enough resources to

keep it that way.

Telephone’s Technical Monopoly Is Challenged

For the first three-quarters of the twentieth century, AT&T, and other

national telephone companies like it, had enjoyed a near-monopoly on

two-way communications technologies. The size and scale of their oper-

ations, their well-resourced laboratories, their commanding intellectual

property positions, their careful attention to a system that was optimized

for service and for durability, if not for rapid improvements in perfor-

mance, and above all their ability to negotiate public rates that covered

their R&D costs—all worked together to ensure that these national

companies maintained control of the rate and direction of technological

change in their respective countries.12 In the United States, this com-

manding position had begun to erode with a consent decree in the

1950s that required AT&T to license its patents at a reasonable rate to

all companies that requested such arrangements. In view of the strength

of its position in all other respects, however, AT&T still maintained

control of the technologies supporting telephony in the United States

(Lipartito 2002; Reich 1985; Nohria, Dyer, and Dalzell 2002). As the

purchaser of four-fifths of the communications technologies in its do-

mestic market, it had little to fear from upstarts. Many other national

companies maintained equally impregnable positions in their own mar-

ketplaces (Temin and Galambos 1987, Buderi 2000).

In the 1960s corporate planning exercises revealed to many national

telephone companies that the communications infrastructure, long based

on cable made of copper wire or aluminum, would eventually have to be

replaced by something with much greater capacity. In their usual deliber-
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ate way, organizations like AT&T and the British Post Office (otherwise

known as the BPO, forerunner to British Telecom) began planning for a

gradual transition to an infrastructure that would have much greater

transmission capacity. The planning horizon for the technological transi-

tion they envisioned was on the order of thirty-five to forty years.

While AT&T was methodically investigating technologies that would

support an orderly transition, other companies were intrigued by the

prospects of a more radical shift based on the earlier exploitation of

more exotic technologies. One distant candidate appeared to be optical

fiber transmission—using coherent light to transmit information. The

Standard Communications Laboratory (SCL) operated by ITT produced

promising theoretical work that suggested an earlier and bigger transi-

tion might be economically feasible if the right materials could be found.

The British Post Office, which also acted for the British military in

technical matters, took note of SCL’s work. It was while searching for

the purest optical glass available that the British Post Office contacted

Corning, which for the BPO was a little-known supplier of specialty

glass located in remote upstate New York. Corning duly supplied the

requested test samples of its purest conventional glass. At the same time,

it turned to investigating a radical alternative, based on its own patented

process for producing a pure glass alternative using vapor deposition.

This chance contact triggered one of the most definitive technological

incursions of modern times. In less than twenty years, this same Corning

Glass Works, operating on the outer periphery of the communications

industry, would establish itself as the leading supplier of optical fiber for

long- and short-distance communications in the world. The BPO’s initia-

tive had catalyzed a transition that skipped most of the intermediate

steps envisioned by AT&T, establishing fiber optics as the material base

for a new international communications infrastructure.

Fiber Optics Technology in the 1960s

The idea of using light to transmit information was well known, but fiber

optics—the combination of a laser and a waveguide (a thin glass pipe to

guide and contain the light)—only became technically feasible with the

discovery of the laser in 1960 (Hecht 2004). Several forms of optical
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transmission system then quickly came into being, including both long-

distance formats and very short-distance ones. Short-distance forms of

optical transmission using optical filaments included high-loss glass fiber

used in devices such as endoscopes for transmitting light into hard-to-

reach places. Long-distance forms were larger formats of light pipe,

known as millimeter waveguides. Waveguides, while technically feasible

in the broadest sense, were still a very long way from actual commercial

use. As understood at the time, waveguides could retain light over dis-

tance only if laid in absolutely straight lines and buried underground.

This constraint would have seemed insurmountable had fiber seemed im-

manent. But the tremendous light loss that occurred over even minute

distances using existing fiber-optic devices made the use of it for long-

distance applications such as communications seem little better than

fantasy. At the same time, the need for greater bandwidth in communica-

tions, especially for military applications, was contributing to a growing

impatience with the technical stranglehold that the telephone companies

had on communications technology.

For their part, the telephone companies were in no hurry to move on.

Although U.S. regulators had required AT&T to license its technologies

at a reasonable fee to all comers, potential competitors like MCI charged

AT&T with deliberately blocking speedier development of a variety of

promising technologies. It had long been AT&T’s standard practice to

obtain access to all new technologies that pertained to communications,

so that they could be controlled and shaped in ways that maintained the

integrity and the returns (regulated though they were) of the existing sys-

tems. Thus, while AT&T with its incomparable Bell Laboratories facility

was as capable as any other organization in the world of inventing and

developing new communications-related technology, the structure of the

company, regulated as it was by most states in the Union, made it un-

likely that any revolutionary system would be put in place, regardless of

its technical feasibility, until it was no longer revolutionary.

Corning and the Communications Business

In the public mind Corning was known best for its Pyrex brand of strong

heat-resistant glasses and, starting in the 1960s, Corning Ware, oven-
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ware made of the same material as missile nose cones that could be

transferred from refrigerator to oven to table. That Corning was also a

long-time supplier to the communications business was less well known,

although the company had operated at the edge of the business ever since

the invention of the vacuum tube.13 Corning had long supplied the elec-

trical companies, and the major integrated consumer electronics compa-

nies, with glass housings for their vacuum tubes, using glasses specially

formulated for their electrical properties. In the early days of solid-state

electronics, Corning had also supplied special glasses for electronic

components, even producing a few passive components themselves. Its

position as the dominant supplier of cathode ray tube envelopes to the

assemblers of television picture tubes had ensured profitable growth for

the company throughout the 1950s and 1960s. Other products would

have contributed to Corning’s fame had their very existence not been

top secret in the chilliest era of the cold war: the company was the lead-

ing supplier of glasses for any number of exotic military purposes like

spy satellite and telescope mirrors, missile nose cones, spaceship clad-

dings, and radar delay lines.

Success in the television glass business after World War II changed

Corning from a small specialty glass business able to take on leading

problems to a force to be reckoned with in wider professional business

circles. A gutsy move to concentrate most of its available resources on

providing suitable glasses for television picture tubes, first black and

white and then color, had led to a business that threw off such quantities

of cash during the 1960s that it could well afford to self-finance its own

substantial research and new-product development budgets. Its financial

performance as a high-profit, high-growth company in the 1960s pro-

pelled it onto the list of ‘‘nifty fifty’’ high-technology companies on the

stock exchange during the late 1960s and early 1970s. A forty-to-one

price-earnings ratio had enabled Corning to acquire an established posi-

tion in the electronics business, but it had also imposed new burdens,

including even greater pressures for growth.

At the end of the 1960s, Corning’s postwar formula for success in in-

novation based on technological self-sufficiency was losing its potency. In

1968, Corning’s leading customer for CRT glass, RCA, built a plant to

produce its own glass envelopes for its highest-volume television tubes.
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Ironically this was the year that Corning jacked up its R&D budget to

6 percent, a number comparable to the R&D expenditures of high-tech

companies rather than glass companies. Smaller than most other glass

companies, Corning nevertheless by that time accounted for 10 percent

of the R&D performed by the worldwide glass industry (Graham and

Shuldiner 2001, Dyer and Gross 2001).

Within two years of RCA’s shocking move into glass, the U.S. televi-

sion business as a whole went into a nosedive, taking Corning with it:

Japanese competitors had taken the television business offshore. At the

same time, Corning’s number one new product opportunity, safety wind-

shields made of malleable glass, came to an abrupt and ignominious

end.14 Meanwhile Corning’s other strategic initiative, its acquisition of

the semiconductor company Signetics, began to require huge infusions

of cash. In short, in just a few years, Corning’s apparently ample innova-

tion capacity had reversed itself. From cash-rich, R&D-rich, high-tech

darling of the financial markets, capable of financing its own new busi-

nesses, Corning found itself with early-stage businesses in urgent need

of continuing investment and a number of longer-term opportunities

that it could not afford to support.

Disappointing Returns Lead to Financial Rigor

The performance of industrial R&D was tantamount to a patriotic duty

for large technology-based U.S. companies in the aftermath of World

War II. Military contractors, or any other companies that sought govern-

ment favor, were expected to invest their own money in research, in sup-

port of the national goal to make U.S. industry independent of foreign

sources of science, as it had not been before World War II. At first, in

the aftermath of what was called the scientists’ war, this obligation was

not considered burdensome. Investing in R&D was naively viewed as a

reasonably sure route to achieving innovation (Graham 1985, Hounshell

1996). By the mid-1960s, however, many companies had become disen-

chanted with throwing large sums at R&D without having found effec-

tive ways to realize its benefits. Other companies had squandered large

sums on science-based products that had either failed to connect with a

market or had been ordered by one military service or another, only to
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be cancelled before being turned into production contracts.15 Where

blockbusters had once been viewed as wise investments, the very term

had become synonymous with mismanagement (Kenney and Florida

1988). Sophisticated business practice was changing toward more cau-

tious resource allocation where R&D was concerned.

Many alluring new financial techniques sought adherents in the tech-

nocratic 1960s. Clever graduates in finance eschewed the mundane

duty of finding resources for operations and looked instead to devise

conglomerate strategies designed to offset risk and strip out resources by

combining existing business units. Inside many large multidivisional

companies, management by the numbers gave financial accountants the

upper hand (Johnson and Kaplan 1987). Most well-managed com-

panies adopted new approaches to capital budgeting and evaluating

their returns, adopting hurdle rates based on internal rates of return

for all parts of their businesses, and for processes within their busi-

nesses (Schall, Sundem, and Geijsbeek 1978). When held to such defini-

tions of success at the division and department levels, managers were

reluctant to base their personal performance on the outcome of uncertain

ventures.

The techniques that most affected research and development related to

resource allocation and project selection based on some approach to cal-

culating future returns.16 Using financial tools like discounted cash flow

(DCF) yielding net present value (NPV), longer-term projects with uncer-

tain future returns had to project numbers that would clear higher hurdle

rates than near-term, and therefore more certain, investment opportuni-

ties. In time these calculations were applied at finer and finer levels of

granularity, until by the mid-1980s, a widely admired new product inno-

vation process, termed the stage-gate process, prescribed applying tighter

financial yardsticks at each stage of a project.17 Such practices naturally

worked over time to bias managers toward the certain and the short

term, where markets were well understood and uncertainties in technol-

ogy were minimized. Many companies responded to the increased use of

sophisticated financial techniques by focusing their efforts on investments

in increased productivity rather than on investments in longer-term

innovations that might eventually have major payoffs but were highly

uncertain by nature.18
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Getting Serious about Controlling R&D

In the mid-1960s Corning was also in the process of strengthening its

financial disciplines and controls and making them routine. The com-

pany’s ability to keep innovation alive, despite prevailing philosophies

concerning financial management, was due in part to Corning manage-

ment’s deep familiarity with the issues inherent in managing technology.

Corning’s top management was not prone to adjusting its entire manage-

ment philosophy to accord with the fashions of the time. Senior leader-

ship, including several Houghton family members in top management

and on the board, had inherited a strong faith in investing in R&D. The

family also retained a motivating memory from an early experience of

losing the company altogether, a disaster they had no desire to repeat.

The company’s strategy had been to follow specialty glass technology

wherever it might lead. To make this work, the philosophy toward finan-

cial investment both inside the company and out was ‘‘patient money,’’

the necessary understanding that new technology-based products and

businesses could not be expected to pay off overnight.

At the same time, Corning was no ordinary family company. Profes-

sionalism in management manifested in the superior quality and prepara-

tion of its managers was a point of pride (Galambos 1970, Dyer and

Gross 2001). The younger generation of managers who took over

Corning’s leadership in the 1960s had done their time at Harvard and

Wharton, and they employed as consultants contemporaries who pro-

moted the latest management thinking. Corning’s ‘‘young Turks’’ were

eager to apply new principles as they rotated through the various operat-

ing divisions and the newer international parts of the enterprise. They

could see the need for becoming more efficient and were open to develop-

ing more stringent financial routines.

As early as the late 1950s, Corning’s technical staffs had adopted the

idea of the ‘‘million-dollar business’’ as a loose indicator of R&D suc-

cess. A decade later, this effort to measure R&D performance tightened

up dramatically. The target for projected annual sales revenue from any

project selected to go forward increased from $1 million to $10 million.

This rule of thumb was accompanied by a much more stringent require-

ment that any new research project receiving corporate funding had to
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be supported by an RFTA, a formal ‘‘request for technical assistance’’

from one of Corning’s nine eligible business divisions (Graham and

Shuldiner 2001). In 1967 as a consequence of this stricter R&D budget-

ary discipline, Corning pruned its corporate-funded development proj-

ects from 185 to 67. The small fiber-optics project, still in its infancy

and with a highly uncertain outlook, seemed an obvious candidate for

termination. Yet it survived.

It survived because Corning was led by people who understood what

it took to maintain unwavering commitment to innovation. Amo

Houghton had been sensitized to the critical issues by Corning’s chief

technology executive, Bill Armistead, in the early 1960s when Houghton

was vice president of technical staffs, and he remained in close touch

with Armistead by moving him to the vice chairman’s office. Tom Mac-

Avoy, Corning’s president who had started out at Corning’s laboratory,

acknowledged many R&D excesses in the past and was a proponent of

rigorous financial disciplines, but he remained at the same time financially

supportive to those entrusted with leading Corning’s innovation projects.

Even Corning’s chief financial officer, Van Campbell, was aware of the

issues that were likely to arise if misapplied controls were allowed to un-

dermine long-term investment. Like other Corning managers hired in the

1950s, Campbell had served in more than one function at Corning, and

understood the conditions that were necessary to support innovation.

Against the Odds: Getting into Fiber Optics

Corning’s entry into optical fiber was by no means a forgone conclusion.

In the earliest days of optical fiber research, it had looked as though

Corning would be sitting it out. As an opportunity worth exploring,

optical fiber failed to meet some of the standard strategic tests. When a

new scientific opportunity came along, Corning’s technology strategy as

a specialty glass company was to take advantage of the unique combina-

torial properties of glass at several levels. It would seek commanding

proprietary advantage first in the area of glass compositions, of which it

had more than anyone else,19 then at the level of unique products, and

finally in the form of special process technology. But Corning’s options

were restricted with respect to optical fiber because the American Optical
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Company had already foreclosed some of them by seizing the leading pa-

tent position for devices made of regular glass used to transmit light.20

American Optical’s patent position was broad enough to cover low-loss

as well as high-loss fiber technologies as long as they were made from

glass.

Corning’s remaining area of opportunity, if any, was confined to un-

conventional glass-like compositions and new process technologies. As

it happened, Corning had just such a combination of unconventional

glass and new process: fused silica, an extremely pure glass-like sub-

stance, was made by vapor deposition, a process that Corning had

patented as a result of work in the 1930s in organic chemistry.21 Both

the material and the process were extremely demanding to work with

and to make, and at first the opportunity to use them for optical fiber

was anything but obvious. Corning had acquired its experience with pro-

cesses later used to produce fiber optics when it produced radar delay

lines for the military. The government contract had come to Corning be-

cause of its patents covering vapor deposition, but work for the govern-

ment was not high on Corning’s list of priorities. Government work

involved conditions and work that were not attractive to Corning’s

researchers at a time when attracting and retaining researchers was criti-

cally important.

Corning attracted leading researchers to its research program in part

by giving them a measure of autonomy in their choice of exploratory

projects. When the British Post Office showed an interest in glass-based

optical communications systems in 1966, one of the researchers who

had worked with delay lines at Corning, MIT-educated Robert Maurer,

saw that the difficulty of producing fused silica and the challenges of

vapor deposition might offer just the kind of technical advantage that

Corning needed to excel against larger competitors. Maurer started a

small research effort using vapor deposition to produce what he thought

might be a superior form of low-loss optical fiber for long-distance com-

munications. The project soon picked up newly minted Ph.D. physicist

Donald Keck. In the early 1960s, Corning had conducted some laser re-

search, and the laboratory retained this laser expertise in its research

group. It was not a leader in lasers, however, whereas others, at AT&T

and elsewhere, had far more extensive experience at working with lasers.
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Unintended Consequences of Financial Controls

Maurer’s fiber-optic project ran into the financially motivated drive to

reduce the number of small corporate research projects almost from the

start. For the strategic reasons already mentioned, Armistead, as head of

Corning’s laboratories, was skeptical about pursuing the BPO lead at all.

Feeling the pressure to establish clearer quantifiable priorities among the

many projects that were consuming Corning’s corporate R&D budget

(Graham and Shuldiner 2001), Armistead assessed the business case for

fiber as negative. He reasoned that if American Optical held the con-

trolling patent position on optical communications devices and AT&T

accounted for most of the domestic market for telephone cable, there

could be little room for Corning. Armistead warned Maurer’s little

group working on optical fiber in 1967 that they could continue the

project only if they could secure funding from one of Corning’s business

units.

A long-time proponent of technologies related to optical fiber, Chuck

Lucy, then head of business development for Corning’s television elec-

tronics business, came to the project’s rescue. Lucy had joined Corning

after administering the government’s contract with Corning for radar de-

lay lines, and he retained a strong interest in the prospects for optical

communications. While the new project was too long term for the televi-

sion electronics business to invest in immediately, he volunteered to find

funding for the project from potential international customers. Judging

Lucy’s willingness to trot the globe drumming up support as a valid

sign of Corning business interest, if not quite an RFTA, Armistead gave

the project a reprieve. In fact, it took Lucy several years to attract the

right international parties, and more to get the funding in place, but

meanwhile the project’s technical momentum gave Armistead the techni-

cal justification to keep it going on corporate funding.22

This was the first instance in which the new resource allocation proce-

dures, though honored in the breach, nevertheless had a sustaining effect

on the fiber project. Lucy’s proposal to seek funding outside Corning had

the effect of altering the nature and the pace of the project itself. Though

still within the domain of research, the work on fiber optics changed

from a long-term research project—small, discovery oriented, largely
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theoretical, and aimed primarily at accumulating all possible knowledge

about chemical formulations, their physical properties and behaviors—

to an urgent results-oriented early-stage development effort aimed at

producing visible, testable quantities of real salable fiber. Potential cus-

tomers were unlikely to be moved by theory, but working prototypes

could convince them. Until Lucy’s intervention, Maurer’s team had fab-

ricated 1 kilometer of testable fiber, and they were measuring steady

gradual decreases in light loss, still from a very high base. The research

team’s new goal was directly linked to a widely accepted measure of po-

tential commercialization: to demonstrate in prototype the 20 decibel

benchmark that ITT’s Charles Kao had calculated to be economically

equivalent to the full cost of installing conventional copper cable.23 The

shift in the Corning project’s objectives involved abandoning the purer

goals of finding just the right material in theory and of learning all there

was to know about the material mechanisms. Instead, it settled on the

most promising material at hand, choosing the best-known approach

to producing it, then testing and improving and testing again until the

desired attenuation was achieved.

AT&T’s Bell Labs was pursuing a number of projects related to opti-

cal communications systems at the time, many more than Corning, but

their researchers lacked a similar sense of urgency. For reasons already

stated, Bell Labs researchers were working on a different timetable from

the smaller Corning effort, and they were conducting their research in

a more specialized and long-term way, aiming first to develop a deep

theoretical understanding of all possible optical systems, including, but

not limited to, fiber optics. Their main efforts to make prototypes were

directed toward millimeter waveguides. From a business perspective,

AT&T’s technical superiority and control of the rate of adoption in

the market seemed to be incontrovertible advantages. But Corning’s

combination of different technical objectives and a different timetable,

driven by the need to seek external resources, allowed it to leap ahead.

AT&T’s ample internal resources were in this case an odd comparative

disadvantage.

Complacency was another compelling reason for AT&T not to be

unduly concerned. It had already secured licensing access to any propri-

etary developments Corning might achieve in the area of optical commu-

262 Margaret B. W. Graham



www.manaraa.com

nications. Here Corning’s underdog position worked to its benefit, but at

the time, many Corning insiders believed that a terrible error had been

committed. Corning’s forfeiture of its proprietary position in fiber optics

to AT&T was criticized by some Corning insiders as nothing short of a

financially motivated sellout. The licensing deal in question, negotiated

between 1968 and 1970, involved its senior technical leadership. Like

the contemporaneous move to raise external funding for research, the

AT&T licensing deal was prompted by the new emphasis on gaining

early financial returns on Corning’s technology. What critics did not

fully appreciate was the substantial benefit Corning gained in sharing its

early fiber-optics knowledge with AT&T.

Corning opened negotiations with Western Electric (AT&T’s manu-

facturing and licensing arm) to gain an immediate reduction in royalties

to AT&T for some of its semiconductor technology to benefit Corning’s

West Coast subsidiary Signetics. Corning had acquired this spin-off of

Fairchild Semiconductors in the mid-1960s in the hopes of solidifying

and developing its own small position in electronic components. Sig-

netics urgently needed a reduction in the 4 percent royalty it was paying

to AT&T for its solid-state patents. Corning anticipated obtaining a fa-

vorable cross-licensing deal for certain glass patents that AT&T had long

wanted to license. But the Western Electric negotiators held out instead

for Corning’s future optical communications patents on a royalty-free

basis to AT&T, with no cross-licensing privileges. The Corning negotiat-

ing team was concerned about giving away potential control over future

fiber-optic patents. But however promising Corning’s unique approach

to fiber optics might be, the research team had yet to make any real

breakthroughs, and the potential business opportunity, though enor-

mous, was fuzzy at best. The immediate benefit to Signetics, by contrast,

was eminently quantifiable. By early 1970, after two years of hard bar-

gaining and much further exchange of information, Corning persuaded

Western Electric that Corning’s research programs were worth more

than was first understood and that access to them merited a reduction

of licensing fees and a less restrictive licensing arrangement. Meanwhile,

AT&T came away from the negotiations confident of being able to

produce its own fiber-optic products and devices without owing future

royalties to Corning.24
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During the two years of negotiation, Corning’s project had made

steady progress. By sustained experimentation, the group had fabricated

stronger and stronger fibers of greater and greater lengths using com-

pletely proprietary techniques and formulations.25 When in early 1970

the Corning team announced its breakthrough—an astounding 16 deci-

bels loss of light over 1 kilometer, which handily exceeded the 20 decibel

target believed to ensure economic viability for a fiber communications

system—Corning was able to interact with Bell Labs’s optical communi-

cations research team precisely because the licensing agreement was in

place.26

The early interchange with the Bell Labs team headed by Stewart

Miller working on optical research proved vital for Corning’s progress

in moving beyond its first prototype. While some Corning researchers

had some earlier experience of research on lasers, its laser knowledge

was far from current. Bell Labs was a key source not only for upgrading

the Corning team’s understanding of recent developments in laser tech-

nology but also for the systems expertise they needed to characterize the

optical communications system as a whole. It was not long before Bell

Labs cooled to sharing further information with the Corning team. But

by then, Corning had already received the help it needed most. Bell

Labs began to think of Corning’s effort as serious rivalry only when it

was too late. By the time they recognized the need to put fiber on a

more rapid timetable, Corning could not be headed off (Hecht 2004).

Once the parameters of its basic system were specified, Corning con-

tinued its pursuit of fiber-optics technology by reverting to its prewar

strategic pattern of forming active partnerships beyond the glass indus-

try. The times were once again on its side. In the hostile environment of

the New Deal, Corning’s practices of association around new technology

had provoked a costly and embarrassing antitrust suit against the ‘‘Glass

Trust.’’ Then an unfriendly Justice Department had portrayed Corning

as a small but deadly spider controlling a web of knowledge-based agree-

ments that had monopolized the technology of the glass industry (Gra-

ham and Shuldiner 2001). In the 1970s, however, the shoe was very

much on the other foot: the Justice Department of this new day was out

to cut AT&T’s mighty telephone monopoly down to size and open up its

technologies to more parties. In that context, Corning was no longer a
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malefactor but a prospective agent of change in public policy toward the

communications industry.

Hurdle One: Funding Long-Term R&D

When it finally recognized that Corning could pose a threat to its control

of the pace and direction of communications technology, AT&T tried to

discourage Corning from further activity in optical fiber by announcing

that it would produce its own optical cable and never buy it from an out-

side supplier.27 According to a now seriously disgruntled Bell Labs lead-

ership, Corning would have to explore an international market if it

wanted to find a market for its product. This seemed to be a risk-free

suggestion for AT&T, as there was little likelihood that such a new-

comer to the communications industry would be able to produce and

sell fiber-optic cable successfully. Nevertheless by 1972 Chuck Lucy had

identified five companies outside North America that were willing to

commit $100,000 per year for the privilege of sharing in Corning’s find-

ings, having access to test samples of the fiber, and being promised access

to licensing when the technology was available. Research is cheap. At a

time when Corning’s entire R&D budget hovered at between $20 and

$25 million per year (or about 5 percent of sales), $500,000 was a signif-

icant amount to be getting from outside sources. Half a million dollars

per year would support more than ten full-time researchers, keeping

a substantial group focused on fiber rather than redeployed on other

more immediate priorities.

Using a form of alliance reminiscent of Corning’s earlier associations,

the Corning team set up what it called joint development agreements

(JDAs) with companies in Britain, Japan, France, Italy, and Germany.

The five-year period that these agreements covered, most beginning in

1972 or 1973, coincided with the worst downturn in sales Corning had

yet experienced. Luckily for the fiber-optics project, the JDAs had to be

treated as an irrevocable company commitment, and there was no at-

tempt to end the work. The project team had five steady years of outside

funding, combined with significant learning opportunities in technologies

like cabling and lasers. At the end of this time, during which Corning

had focused its efforts on producing and selling test samples to any
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potential users it could find as a way to gain knowledge and experience,

much useful information had also been gathered from potential cus-

tomers. Not only had it staked out a commanding patent position in its

chosen version of optical fiber, but it had also identified the know-how it

would need to succeed. A strategy had also been devised for the pro-

duct’s protection and its production, though not yet for its distribution

(Graham and Shuldiner 2001, Dyer and Gross 2001, Morone 1993).

An unfolding irony of the JDA arrangement was that Corning had

promised more than it needed to promise for the money it received.

Working in the context of the postantitrust logic that prevailed at Corn-

ing, its patent lawyers had granted the JDA’s U.S. licensing access to

technologies arising out of the agreements. This might have proved in-

convenient when the company wanted to settle on one partner and

when it wanted to position itself against competition in the United States

and abroad. Fortunately, only one company wanted to continue on an-

other round as a full-fledged partner with Corning in commercializing

optical fiber. This one company was Siemens, a German electrical giant

with enormous reserves of knowledge in cabling. Siemens wanted to

learn to produce fiber for the European market. Like Corning, Siemens

had a long history of steady innovation and proved to be a good partner

(Buderi 2000).

Recent studies of other innovating companies have suggested that Cor-

ning’s experience in seeking outside funding would later be recognized as

a distinguishing feature of entrepreneurial enterprises. Like Corning, they

also purchased their freedom from internal constraints by seeking out-

side funding; they were motivated to show early practical results, and

they generally worked outside but alongside the controls and rule struc-

tures of their companies (Burgelman 1993).

Hurdle Two: Funding the Intellectual Property Strategy

As project head, Robert Maurer insisted from the start that detailed

records be kept for optical fiber, even for ideas that seemed of scant com-

mercial relevance.28 When Corning’s patenting philosophy had been

directed primarily at filing broad, fundamental patents, as it was after

World War II, this careful attention to detail was unusual, even some-
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what onerous, from the researchers’ point of view. But Corning had

suffered from earlier laxity in its documentation of research, and its

practices had become far stricter in the postwar era. Maurer’s research

area was highly competitive, and even the slightest revelation of project

knowledge could quickly be replicated by competing research teams.

Other areas of Corning, while still mindful of security, were not gener-

ally working in such competitive fields (Graham and Shuldiner 2001).

Maurer knew from the start that it was crucial that Corning take a fun-

damentally novel course of action. Corning could remain different only if

its solution was kept secret and if it had the evidence that the novel

approach was intentional from the start. The project documentation

rule paid off. Corning filed for and obtained twelve very strong patents

that gave it a commanding intellectual property position with respect to

optical fiber technology.

Lacking the massive resources of some of its research competitors and

well aware that at least some of them were determined to flout Corning’s

claims and enter the market anyway, Corning looked for ways to buy

time. Before it had a real business in optical fiber, it set about demon-

strating the strongest intent to enforce its patent position aggressively

and to prosecute all infringers. While this approach was consistent with

Corning’s fundamental policy never to treat intellectual property as

merely a financial asset, it was unusual for Corning to pursue infringers.

Moreover, this policy was out of step with legal practice at the time. Pa-

tents and other forms of intellectual property were increasingly being

treated as extra sources of short-term income. None of the mostly large

companies that Corning sued for infringement dreamed that Corning’s

aggressive legal stance was motivated by anything other than the pursuit

of a lucrative licensing agreement.

Instead, to the surprise of many, Corning adopted a policy of suing to

win. It hired a young litigator from its patent lawyers Fish and Neave,

Al Michelsen. Though almost all of its sales of optical fiber were sam-

ples, Corning set out, with the strong support of Amo Houghton and

Tom MacAvoy, to pursue an aggressive campaign of litigation against

infringers. The tough intellectual property strategy was the scheme of

Lee Wilson, Corning’s head of electronic products, who decided in 1976

to buy time for Corning and gain maximum visibility by filing suit
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against the two most visible targets available at the time. ITT, which had

employed scientist Charles Kao to do the initial theoretical work in fiber

optics, was producing optical fiber on contract to the U.S. military.

Corning sued ITT first, refusing to negotiate a reasonable payoff or to

settle for a license. ITT also refused to settle and countersued, charging

Corning with the intent to monopolize. In defiance of conventional wis-

dom, Corning pressed its case, at the cost of roughly $1 million per year.

The matter dragged on so long that Corning lost much of the advantage

it had hoped to gain from scaring off possible infringers. Finally, ITT

settled on the eve of the trial date in 1981. Even ITT’s settlement, and a

further settlement with the U.S. military in 1983, came nowhere near

covering Corning’s legal expenses for the case.

Ultimately Corning had to prosecute several large infringers around

the world, its efforts culminating in a suit against Sumitomo, which was

selling fiber to Canada Cable and Wire. The legal expenses, continuing at

well over $1 million per year, weighed heavily on Corning at a time

when there was no extra money and other Corning businesses already

in their growth phase wanted legal support for their own needs.

While some of Corning’s fiber settlements were more generous than

others, the financial payoff from litigation never made up for the full

costs expended for worldwide litigation, much less the cost of executive

time in depositions and testimony or the opportunity cost for other busi-

nesses. Nevertheless, the policy of aggressive litigation served a purpose:

buying Corning the time it needed to solidify a well-rounded intellectual

property position for fiber beyond its patent holdings alone. By the time

some of the major defendants had their day in court, Corning had sur-

rounded its key patent holdings with a base of know-how protected

mainly by trade secret that was almost impossible to imitate and that

gave it a significant and sustainable lead in both performance and qual-

ity. This lead became vital when Corning’s continued efforts to broaden

and deepen its mastery of fiber technology allowed it to switch away

from producing AT&T’s preferred multimode fiber format and to supply

MCI with single mode fiber, the higher-performance format that Corning

preferred and had already mastered.

The strategic importance of Corning’s complete intellectual property

position was not at first evident to the outside world. In 1987, only three
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years after Corning had secured its first large orders, Financial World

held that fiber had become a commodity and that companies like Corn-

ing would never be able to sustain the profitability levels of the early

business. Fiber was without question a volume business by that time

and it was crucial to maintain a large share of the total market to gain

the necessary economies of scale, but Corning demonstrated that it could

deliver significantly better quality and performance than its competitors.

Moreover, far from allowing fiber to become a commodity, it was

already working on successive generations. It could capitalize on this

position only because it had become market leader as well as technology

leader. Corning became a market leader by integrating downstream

into making optical fiber cable, a strategic move that had been strongly

advised against by consultants.

Hurdle Three: Acquiring Collateral Technology: Cable

Having decided to extend their relationship past the initial JDA, Corning

and Siemens eventually formed two parallel alliances: Siecor GMBH,

which produced fiber in Germany, and Siecor, Inc., which purchased fi-

ber from Corning and manufactured cable in Hickory, North Carolina.

In order to make these strategic moves, the alliance needed to acquire

greater access to the North American cabling market.

It soon became clear that the alliance with Siemens alone was not suf-

ficient to give Corning the competence in cabling it needed to integrate

forward in the business. The Boston Consulting Group, when it was

retained to help Corning’s Lee Wilson formulate a strategy for optical

fiber, advised simply selling optical glass for fiber in boule form, a com-

modity business if ever there was one. Key to BCG’s analysis was Corn-

ing’s lack of market access. Even in partnership with an international

expert in producing communications cable like Siemens, how would

Corning break into the tight world of cable suppliers in the United

States?

Corning leaders, especially Amo Houghton and Bill Armistead, could

see that the original plan, for the Siemens Corning venture, Siecor Inc., to

develop a cabling business from scratch, would take far too long. There

was no way around it: Corning had to acquire a real cable company with
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real customers. The only cable company ‘‘available,’’ Superior Cable of

Hickory, North Carolina, was on offer for $50 million. By objective

standards, this was no bargain, but Corning paid. Considering the need

to take the company virtually down to its foundations and rebuild, the

two owners received a sizable premium. Even so, there was a going cable

business with a set of customers, and it employed a workforce that knew

how to make copper cable. Moreover, the substantial investment that

had been made posed just the right sort of challenge for an experienced

team of Corning managers headed by long-time Corning marketer Al

Dawson, head of the Electronics Division after Lee Wilson.

Bolstered by the acquisition of a real cable company, the Siemens-

Corning alliance, Siecor Inc., soon became a successful enterprise in its

own right. Its fifty-fifty ownership arrangement, patterned on arrange-

ments Corning had used in the 1930s and 1940s for its most successful

associations, gave the new company the measure of autonomy it needed

to be creative in its own right in developing the fiber-optic cable business

around the world. In time, Siecor even managed the unusual feat for an

American company of breaking into the Japanese market. To do this, it

had to overcome challenges from companies that had the direct support

of the Japanese government with its carefully constructed long-term

strategy for developing its communications infrastructure (Graham and

Shuldiner 2001). The joint ownership structure lasted until Corning

bought out the Siemens interest altogether in 2000. The Siecor alliance

proved to be one of the chief enablers of Corning’s ability to innovate

continuously in fiber optics (Dyer and Gross 2001).

Hurdle Four: Building Capacity in Advance of the Market

During the early building phase of its business, Corning gained experi-

ence and financed some of its development by selling specialty quantities

of fiber in small lots to many different customers who were using it for

research and experimentation purposes themselves. But although it could

supply specialty lots on its own timetable at low cost, it was clear that

Corning would not gain a viable place in the developing market for fiber

and cable without investing heavily in production capacity. Companies

that were already in the telecommunications industry had enough credi-
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bility to secure orders solely on the basis of previous performance. Corn-

ing had to convince potential customers that it had both operating ca-

pacity and staying power. For this reason, Dave Duke, an experienced

corporate entrepreneur who had spent the time that optical fiber was in

development building Corning’s Celcor business (ceramic substrates for

catalytic convertors) in record time, was tapped to head the fledgling fi-

ber business. Duke brought to the fiber business not only the experience

of starting a high-volume business from scratch; he also brought the nec-

essary credibility with senior management and deep knowledge of how

the Corning system worked. These endowments enabled him to take

matters into his own hands. Time and again, Duke found ways to build

plant capacity and have it well under way while business developers were

still drumming up orders. Most of the time the necessary requisitions for

Duke’s projects were still winding their way through the corporate ap-

proval process.

The first major pilot plant investment came in 1975, the same year as

Corning’s layoff of management personnel known by the ominous label

‘‘The Guns of August.’’ Amo Houghton’s firm charge to Dave Duke

had been simple: ‘‘Never run out of capacity.’’ The ultimate sign of the

CEO’s unflinching commitment to the fiber project was that he signed

the requisition for a pilot facility for fiber within days of giving the order

for the first massive layoff of managerial-level employees Corning had

ever had. Duke’s pilot plant for fiber supported work on two different

Corning processes for making fiber, the IV (inside vapor deposition)

and OV (outside vapor deposition) processes.

The next, Wilmington, North Carolina, fiber plant started up in 1979;

it was a full-scale production facility, making fiber using only the

OV process. From an initial production capacity of 30,000 kilometers

expandable to 100,000 kilometers per year, it ramped up to 200,000

kilometers per year. By dedicating that plant exclusively to the more

challenging OV process, when AT&T and its licensees were producing

fiber using the easier IV process, Corning launched itself on an aggressive

cost-reduction schedule that allowed it to drop its selling price steadily

from $3 to $5 per meter on the earliest production lots to ten cents

twenty years later. It did this by continuously reinventing the production

process and completely changing equipment generations every two years
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and by investing in advance of demand. Ultimately the same Wilmington

plant produced millions of kilometers of fiber annually.

Corning’s big break came in 1984 when MCI contracted to take a

significant quantity of Corning fiber. MCI went with the untried Corn-

ing not only to avoid buying from AT&T, but because Corning offered

single-mode fiber. MCI recognized single mode to be a superior format

in fiber optics. AT&T, supplying its own needs, was using multimode

fiber. Corning had already produced quantities of single-mode fiber in

advance of getting the business. Corning secured the business because

Dave Duke representing Corning and Al Dawson representing Siecor

were willing go out on a limb to meet MCI’s terms. They agreed to

MCI’s demanding schedule (one year to delivery) and the price MCI was

willing to pay ($90 million for 150,000 kilometers) knowing how hard it

would be to achieve. They were used to ramping up aggressively in other

demanding businesses like Corning’s Celcor (substrates for catalytic con-

verters). They had had time to resolve the major technical questions, and

they had worked through the necessary choices that had to be made on

the business side while waiting for the business to materialize.

Outcomes for Fiber

By clearing the four strategic financial hurdles, Corning positioned itself

as a leading supplier of both types of fiber (multimode and single mode).

It had time to build a useful and extensive knowledge base, and it was

ready to take advantage of breaks when they came. The breaks were

long in coming. It was a full twelve years after Corning’s first big techni-

cal breakthrough when, in 1982, it became known that AT&T would be

ordered to split into different independent businesses. MCI could move

quickly to challenge AT&T’s technical monopoly because Corning was

ready to supply the advanced form of optical fiber MCI wanted just one

year from the time of the order. Based on its order and the ones that soon

followed from the new Baby Bells, Corning and Siecor were launched on

a high-volume fiber business at last.

In 1985 Corning’s optical fiber business broke even for the first time.

Other suppliers poured in to follow Corning’s lead, and by 1987 the

financial analysts were already issuing commodity warnings. But Cor-
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ning’s long run-up to a full-scale business, disciplined but not stopped by

the Corning’s financial controls, had prepared it well. It launched a brisk

campaign to keep its version of fiber’s performance ahead of rivals. The

business followed a steady upward trend for the next fifteen years, with

Corning continuing to hold its position as leading supplier of successive

generations of fiber-optic cable. AT&T eventually reorganized, freeing

the high-technology business, renamed Lucent Technologies, which

included both Bell Labs and the cable business, to operate at the speed

of the rest of the industry. But even with much superior resources and

overall scale, AT&T and its successor companies never regained the

command of the rate and direction of technology that it had enjoyed be-

fore the breakup.29

In the 1990s Corning was impelled by a soaring stock price reminis-

cent of the 1960s and 1970s, to use its own highly priced stock to ac-

quire a place among suppliers to larger optical systems businesses. As at

the time of the ‘‘nifty-fifty’’ stock prices of the late 1960s, when stock

achieved such high price-to-earnings ratios, companies felt obliged to

put the inflated stock price to use quickly by acquiring assets in the

form of companies. Having purchased with stock a number of small

firms that participated in fiber-optics systems and photonics, Corning

attained the status of a major player in the telecommunications arena

just in time to be punished by the markets when the whole telecommuni-

cations industry’s house of cards collapsed. In 2001 the telecommunica-

tions equipment and systems business imploded as suddenly, and even

more completely, than the domestic television business had collapsed in

the early 1970s. Optical fiber was a victim of overestimated market de-

mand all along the chain, and Corning, at the end of the supply chain

as always, was one of the companies caught holding the bag.

This time, although the financial analysts had scolded Corning for not

becoming simply a telecoms company, the company had other eggs in

its basket. Several other promising new business opportunities—Celcor

for diesel engines, substrates for computer displays and flat-screen

televisions—were in their early growth phases. But survival depended

on getting the money it needed to invest in these businesses from finan-

cial markets that had classified it as a telecommunications company and

were intent on writing it off with the rest of its imputed industry. When
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the financial markets became disenchanted with technology generally,

even a company as diversified and flexible as Corning was denied the

capital it needed. Corning’s stock plunged from $320 to less than $2

per share before starting a steady climb to recovery.

Conclusion

It has become commonplace to equate R&D with innovation, and thus

to equate the financing of innovation with the allocation of resources to

R&D. Corning’s fiber-optics experience suggests that especially for inno-

vations with the potential for creative destruction, the cost of innovating

goes far beyond the standard R&D budget. Further, the process of inno-

vation consumes far more than the activities of R&D, even when the

R&D has to be maintained at a level and with a kind of consistency

that is hard in difficult times. For Corning, staying the course with opti-

cal fiber was a matter of assuming and managing several major types

of risks and uncertainties. In addition to taking on and finding ways to

support long-term research that no existing Corning business unit was

willing to invest in, financing the development of optical fiber involved

the costly process of establishing (both patenting and defending) an

intellectual property position, acquiring and reshaping a cable business

outside the scope of Corning’s existing competency, and building a full-

scale manufacturing process in advance of demand.

At Corning, the challenges of financing fiber had to be met in the

context of an ongoing business. Fiber had to compete for resources with

all of the shorter-term demands for immediate resources, for which the

needs were not only urgent but fully understood and comparatively easy

to articulate. Moreover, the risks associated with advancing fiber’s cause

in the 1970s had to be assumed at a time when the company was going

through an especially difficult time. Although this was a troubling period

for many American companies, such periods are isolating. Companies

and their leaders tend to experience them in ways that are uniquely diffi-

cult and painful to themselves. Advocating long-term investments during

such a period is not for the faint of heart. Amo Houghton was often

heard to declare that had he not been a member of the Houghton family,
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he would have been fired by the board for his dogged persistence on be-

half of optical fiber. Houghton and Bill Armistead, along with a number

of fiber’s other executive supporters, all retired early from Corning, some

before the company landed the big contract from MCI. Houghton and

MacAvoy left Corning when the fog of uncertainty had only begun to

dissipate, having borne the substantial personal discomfort of uncer-

tainty for more than a decade. When they retired, the company had

recovered from the lowest lows of the mid-1970s, but was still financially

underperforming.30

Though it was a struggle for Corning to succeed with optical fiber, it

is still easy to see how the company’s smaller size and innovation-

dominated managerial logic gave it an advantage over AT&T when

pursuing disruptive innovation. It had a similar advantage over the large

automotive companies with catalytic converters, even though the larger

companies with their massive laboratories and enormous R&D budgets

always enjoyed far more resources. Corning’s clear advantage in all such

cases was its ability to concentrate resources, respond quickly, and be

able to share the cost and learning burdens with allies. These advantages

were not merely structural; they were based on a collective competence

born of past experience.

Beyond the advantages of flexibility and experience-based competence,

it took risk-accepting leadership to carry the weight of Corning’s innova-

tion process, leadership that could not be removed at the first sign of set-

back or whiff of failure. Perhaps just as important, it took risk-accepting

leadership to make the decision to set aside or circumvent newly devel-

oped financial controls, controls that were clearly necessary and justified

for most of the business, when exceptions were needed. In these decisions

chairman and CEO Amo Houghton had the direct benefit of the deep

technical expertise of his executive colleagues with R&D backgrounds,

like Armistead and MacAvoy. He also had the aid of an unusually

broad-gauged financial executive, Van Campbell. But even leadership

with the peculiar advantages Amory Houghton and colleagues enjoyed,

such as significant family ownership with the continuity that afforded,

would not have been enough to ensure Corning success in undermining

of telephone company control of its own technology. In addition to a
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large degree of financial discretion and autonomy, Houghton relied on a

combination of other factors as well, evident in the way Corning man-

aged to clear the four financial hurdles recounted here.

Corning had both an active knowledge base of glass and related mate-

rials and an active experience base. The active knowledge base, only

some of it protected by patents, was resident in processes, defined and

undefined, and in the know-how surrounding them, protected by trade

secret. This knowledge base could be deployed and redeployed. It was

embedded not only in laboratories and experimental process facilities

and carefully tended intellectual property positions. It was embedded in

ways of working, and in specialized Corning equipment and capabilities

like high-temperature furnaces and the ability to work with them. Cor-

ning’s unique store of knowledge was seldom treated as a financial asset

and rarely for sale. With rare exceptions, Corning adhered to its policy

of keeping its technology for its own innovating purposes and prosecuted

vigorously not only those who infringed on its patents, but also former

workers who left the company and dared to use elsewhere what they

had learned at Corning.

Further, Corning had an active experience base as an innovating com-

pany. This too was embedded in the company’s practices and expecta-

tions. It had the experience of moving quickly into unfamiliar markets,

of ramping up difficult processes in short periods of time. It had the col-

lective memory of technical failures that had not cost employees their

jobs or shut down the research enterprise, of people who had been re-

deployed on new projects and then allowed to return to their preferred

work. Finally, it had the experience of forming alliances, ventures that

endured, based on equally shared risks and shared returns. These ven-

tures required patience and cooperation, and the ability to assess and

reassess mutual goals and interests. In short, Corning had an integrated

set of business practices that were not common in companies that

adhered to the logic of size, scale, control, or short-term profit as the pri-

mary measure of success.

Ultimately optical fiber is a Schumpeterian story because it is shot

through with the stubborn subjective rationality that Schumpeter identi-

fied as the hallmark of creative response. Like the individual creative res-

ponder as entrepreneur, Corning had deep and extensive knowledge and
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experience bases that amounted to institutional self-knowledge, with its

attendant ability to seize sudden opportunity and exploit it. It had finan-

cial support that was not only solid but discriminating. Its resources were

allocated by executives who were able and willing to make judgments,

follow routines and break them, institute financial controls, and suspend

or make exceptions to them. Without leaders with the ability and the au-

tonomy to make real decisions, Corning would never have succeeded in

challenging the telephone companies’ technical monopoly. Fiber-optics

communication systems would today be a story of an emerging twenty-

first-century technology rather than a familiar maturing technology from

the century just past. We can only speculate what difference that might

have made, whether this particular episode of creative destruction was

ultimately beneficial to consumers or society. It is possible that future

historians will conclude that a more measured adoption of high-capacity

communications networks with the staggering changes they brought

with them would have benefited society. Either way, we can say with

certainty that Corning’s fiber-optic breakthrough was enabled by a set

of financial practices that were adopted and carried out consciously and

with intention, in a nonroutine way far different from what has generally

been considered best practice for large, diversified companies in the

twentieth century.

Notes

1. See chapter 10 in Swedberg (1991). For discussion of this argument, see Gra-
ham (2003). See also Rosenberg (1994).

2. Schumpeter referred to the entrepreneur who caused creative destruction as a
‘‘creative responder,’’ one who operated under the influence of ‘‘subjective ratio-
nality.’’ By comparison, an ‘‘adaptive responder’’ was one who merely reacted to
foreseeable change and operated under the influence of the ‘‘objective rational-
ity’’ predicted by neoclassical economics. For Schumpeter’s distinction between
‘‘objective rationality,’’ which does not have to be conscious, and ‘‘subjective ra-
tionality,’’ which is a highly conscious working out of an individual, particular,
and contextual view of economic rationality, see chapter 7 in Swedberg (1991).

3. At the time of the invention, Corning Glass Works was 192nd on the Fortune
500 list of companies. It was known in the United States as the producer of Pyrex
in the form of high-tech laboratory ware, ovenware, and tableware, as well as by
the Corning Ware brand. In Europe it was known as the licensor of laboratory
glass, Le Pyrex.
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4. For Schumpeter ‘‘invention’’ and ‘‘innovation’’ are distinct phenomena. Ab-
sent that critical distinction, there is a tendency to anticipate only the costs of
invention (e.g., idea embodied in working prototype) and to expect the costs of
the innovation (e.g., process technology and market development) to be borne
by the new business when it is established.

5. Research alone can be relatively inexpensive, but to engage in product and
market development in the iterative way that Corning adopted early in the proj-
ect is a far more expensive proposition. See Morone (1993).

6. See Teece (2000), for a succinct discussion of the difference between entrepre-
neurial returns, surplus rents justified by the risk taken, and monopoly rents that
are simply an abuse of market power.

7. For this useful phrase and the argument that accompanies it, see Carpenter,
Lazonick, and O’Sullivan (2003).

8. Unless otherwise specified, the account of Corning’s optical fiber innovation
draws especially on Graham and Shuldiner (2001) and Hecht (2004). The British
Post Office did not, as AT&T did through Western Electric, make its own equip-
ment, but it kept in close contact with equipment suppliers like Standard Electric,
an ITT subsidiary.

9. This benchmark had been set by Charles Kao of Standard Electric Laborato-
ries, who became one of the most effective promoters of fiber-optic technology.
Hecht (2004).

10. The extended note submitted by Robert Maurer and Donald Keck, both
physicists, deliberately omitted the name of another significant contributor to
the project, chemist Peter Schultz. Had Schultz’s name appeared on the paper,
knowledgeable members of the technical community would have realized that
the breakthrough in attenuation involved a different form of glass, fused silica,
and not just a better way of achieving purity in regular glass. See Graham and
Shuldiner (2001) and Hecht (2004).

11. It was in deciding the case against the Aluminum Company of America
(ALCOA) that Judge Learned Hand promulgated the new interpretation of de
facto monopoly as controlling over 90 percent of the market, regardless of proof
of misuse of monopoly power.

12. For AT&T’s decline, see Temin and Galambos (1987). For the history of the
regulated monopoly and its rationale for controlling technology in the interests of
system service and for an account of the consent decree of 1956 that did not re-
quire a breakup of the company, see ‘‘Setting the Stage’’ (9–19). For the denoue-
ment of AT&T’s integrated monopoly, see ‘‘Reflections’’ (336–366). Though the
authors say relatively little about the emerging technologies and the forecast for
steadily growing demand through the end of the century, they do suggest that
one problem AT&T had with new technology stemmed from a decentralized
structure that aimed to optimize local service but diminished the ability to plan
centrally, which led to failure to adapt to a changing environment in 1970–
1972. Owing to regulatory misunderstanding of the problems of operating under
a combination of regulation and competition, AT&T found itself under increas-
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ing pressure from competition at the margins from MCI and other special service
providers.

13. Graham (2000). For the significance of the ‘‘active periphery,’’ see also Gra-
ham (2003b).

14. Corning’s windshield project was a ten-year project with top management
support which had consumed millions of dollars of development money and had
already reached the stage of investing in new production facilities. The project
was a strategic initiative designed to make Corning into a major supplier of
safety windshields to the auto industry. It used malleable glass manufactured us-
ing a new Corning process called fusion glass that would later be used for display
glasses. The auto companies had led Corning to believe that they were interested
in malleable glass because they were under pressure from the government to
adopt new safety standards for windshields. They bought test quantities, and
American Motors even used small amounts for the rear windows of one of its
convertible models, the Javelin. But in 1969–1970 Corning discovered that Pil-
kington Glass had found ways to adapt its new, much cheaper float glass process
for glass thin enough for safety windshields and the auto glass companies quickly
embraced this less expensive, less disruptive alternative.

15. In the 1960s Corning bore the cost of massive glass structures for naval
applications, only to have the navy decide not to use them. See Graham and
Shuldiner (2001) and Dyer and Gross (2001).

16. Liberatore and Titus’s 1983 study of research management in twenty-nine
Fortune 500 Companies found that NPV/IRR was used by 74 percent of the
companies; followed by cost-benefit and Gantt charts, 62 percent; payback pe-
riod, 58 percent; checklists and scoring models, 47 percent; and project network
diagrams, 41 percent. One study estimated that 31 percent of its subject com-
panies required a cost and sales forecast, 30.5 percent required discounted cash
flow, 28 percent required return on investment, and 18 percent used payback
or breakeven analyses. Obviously a number of the companies studied employed
more than one. Cooper and Kleinschmidt (1986). These suggested some diver-
sification of technique from a study in the 1960s that found that rate of re-
turn and payback were the two most widely used techniques for R&D project
selection.

17. Cooper and Kleinschmidt (1987) Corning adopted the stage-gate process for
managing innovation after its internal review of its own innovation process.
Many people commented, however, that fiber, which was just beginning to pay
off, would never have made it to product status if it had been subjected to the
new Corning innovation process. Graham and Shuldiner (2001).

18. See Hayes and Abernathy (1980). Hayes and Abernathy, professors of oper-
ations management at the Harvard Business School, challenged the prevailing
financial analysis and measurement practices, arguing that overemphasis on pro-
ductivity measures was making the U.S. manufacturing system less competitive
with European countries like France and Germany that did not make use of these
financial analytical techniques to the same extent.
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19. Only a small part of Corning’s vast store of glass compositions was
patented. Corning relied on trade secret protection to cover much of its technol-
ogy until it was ready to make use of it. This required very tight security where
its glass compositions were concerned.

20. Curiously, American Optical had been drawn into research pertaining to
communications using light by the film producer Mike Todd, who wanted to im-
prove the technology for large screen projection and convinced American Optical
to do the necessary research for him, Hecht (2004).

21. Graham and Shuldiner (2001). Corning’s vapor deposition process was dis-
covered by Corning researcher Franklin Hyde in the 1930s, but Corning was
slow to apply for the patent, and it issued only after World War II.

22. In 1971 Armistead moved up to the position of Corning’s vice chairman in
charge of technology. This gave Armistead more influence over resource alloca-
tion at the corporate level than he had had as head of the technical staffs.

23. At less than 20 decibel attenuation, repeaters would have to be installed at
intervals that would make the installation cost roughly the same as existing cable
installations. This was one of the conclusions that Charles Kao of ITT’s Standard
Communications Laboratory had arrived at in his seminal theoretical work pre-
dicting the technical and financial feasibility of optical fiber. It was this study that
had launched the British Post Office on the quest for pure glass that had led it
to Corning. Lacking pure glass or the ability to produce it, Kao had tested his
theory on the closest clear substance he could find: ice.

24. Graham and Shuldiner (2001). Signetics came out of the deal with its royalty
reduced from 4 to 2 percent of sales. Unfortunately, it was too late to do much
for Signetics, which had already entered a serious slump caused by the general
recession in electronics.

25. Research groups at other companies were making fibers by drawing them
simultaneously from a hotdog-shaped (having an inside and outside layer) config-
uration of two kinds of glass. Corning drew a tube and then sputtered glass on
the inside using its vapor deposition method invented by its veteran researcher
Frank Hyde.

26. Ken Lipartito (2003) argues that the Bell Labs organization, arranged in spe-
cialized concentrated teams focusing on specific technologies, worked against its
ability to innovate. This episode supports that view. The Corning research team
was integrated—smaller and more versatile—and able to use Bell Labs’s deep ex-
pertise in optical components and systems much better than its own researchers
were. Even in a case where the ultimate customers were its own operating units,
AT&T was much less flexible.

27. Before the effort by the Justice Department to break up AT&T’s monopoly
this seemed like a reasonable statement to make. A decade later, it would seem
far less certain.

28. When Maurer took his fiber to be tested by the BPO, despite meticulous
efforts, a tiny amount of glass fiber ended up on the floor, and subsequent analy-
sis revealed to other research teams what Corning’s material composition was.
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29. AT&T by this time had secured a significant share of multimode fiber, sup-
plying its own needs and those of other companies that were performing major
field tests. Because of the deal concluded in 1969–1970, it paid Corning no roy-
alties. Hecht (2004).

30. Dyer and Gross (2001). Amo Houghton was succeeded by his brother Jamie
in 1983, leaving the Corning board later to run successfully for Congress in
1988. He served eight terms in the U.S. House of Representatives representing
Corning’s district in New York State. Tom MacAvoy left Corning in 1988,
though he remained actively involved in Corning affairs.
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7
The Federal Role in Financing Major

Innovations: Information Technology during

the Postwar Period

Kira R. Fabrizio and David C. Mowery

No summary of major postwar innovations in U.S. economic history can

ignore the information technology (IT) sector. Advances in electronics

and related technologies created three new industries—electronic com-

puters, computer software, and semiconductor components—and these

three industries combined to give birth to the Internet, a general-purpose

technology spanning many industrial sectors. Technological change sup-

ported the growth of new firms in these industries and revolutionized the

operations and technologies of more mature industries, such as telecom-

munications, banking, and airline and railway transportation.

In considering the sources of finance for these innovations in IT, it is

impossible to overlook the role of the federal government. Indeed, the

federal government accounted for a substantial share of overall U.S.

national R&D spending for much of the postwar period. Beginning in

1953, the first year for which reliable historical data are available, fed-

eral sources accounted for more than 50 percent of total national R&D

investment, a share that increased to nearly 67 percent by 1964. Federal

sources accounted for more than 50 percent of total national R&D

spending through 1978 and dropped below 40 percent only in 1991 (fig-

ure 7.1). Through most of the 1953–2005 period, more than 50 percent

of this federal R&D budget was devoted to defense purposes.

The IT sector, which scarcely existed in 1945, was a key focus of fed-

eral R&D and defense-related procurement spending for much of the

postwar period. Moreover, the structure of these federal R&D and pro-

curement programs exerted a powerful influence on the pace of develop-

ment of the underlying technologies and the structure of the industries

that developed these technologies for defense and civilian applications.
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Indeed, the structures of the U.S. semiconductor, computer hardware,

and computer software industries all differ in varying degrees from those

of their counterparts in other industrial economies. Along with other

scholars, we believe that the scale and structure of federal R&D and pro-

curement programs in the United States are responsible in part for these

structural contrasts.

This chapter reviews the history of federal R&D and procurement

support for the development of the key industries in the IT sector. We in-

clude procurement with R&D programs for two reasons: (1) in many

cases, the most significant effects of federal spending on industry struc-

ture and technology diffusion resulted from procurement, rather than

R&D programs, and (2) a discussion of the sources and financing of in-

novation cannot divorce technology development from technology diffu-

sion through the progressive expansion of markets for innovations. New

technologies undergo a prolonged period of debugging, performance and

reliability improvement, cost reduction, and learning on the part of users

and producers about applications and maintenance (Mowery and

Rosenberg 1998). The pace and pattern of such progressive improve-

ment affect the rate of adoption, and the rate of adoption in turn affects

Figure 7.1
Federal and Nonfederal Shares of national R&D Spending, 1953–2000
Source: National Science Foundation, Division of Science Resources Studies.
2001. National Patterns of R&D Resources: 2000 Data Update. Available at
hhttp://www.nsf.gov/sbe/srs/nsf01309/start.htmi.
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the refinement and improvement of these innovations. Government pro-

curement allowed companies in these industries to benefit from learning

by increasing the scale of production for early stages of the technology.

As these industries matured, however, and as their civilian markets ex-

panded to outstrip defense and other government markets, the influence

of federal R&D and procurement declined. Nonetheless, these federal

policies were critical in establishing the initial conditions for industry

evolution that influenced the subsequent development of firm strategies

and industry structure.

Our discussion of the federal role in financing innovations in the IT in-

dustry is essentially descriptive. Credible tests of the obvious counterfac-

tual, What would have happened without federal funding? are virtually

impossible. But this descriptive analysis highlights the limitations of the

conventional market failure justification for public funding of R&D. Al-

though the market failure framework is applicable to these industries, it

omits many of the important channels through which public funding of

R&D in IT affected industry growth, dynamism, and market structure.

The Economics of Public R&D Investment

The classic analyses of market failure in innovation are Arrow (1971)

and Nelson (1959), both of whom argued that government funding

of research and development was especially important in technologies

where private companies would not allocate sufficient resources to inno-

vation. This is particularly true when the results of R&D investments are

characterized by indivisibility, limited appropriability, and uncertainty

(Arrow 1971), all of which discourage private firms from investing in

R&D. These conditions often characterize industries in early stages of

development, when new technologies differ radically from existing tech-

nologies or when the technology in an industry requires considerable in-

vestment in basic research, results from which are uncertain and often

produce economic returns that cannot be captured by the company

performing the research (Nelson 1959). Government funding thus is nec-

essary for the fundamental research that often is essential to the develop-

ment of innovations, and the absence of public funding may slow or

prevent the development of such innovations. Arrow’s original analysis
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pointed out that intellectual property rights protection may improve the

appropriability of the returns from innovation, but the associated tempo-

rary monopolies created by patents introduce significant costs. Indeed,

Arrow argued that direct funding of such projects was preferable to pri-

vate financing because of the welfare costs of the temporary monopolies

created by patent protection.

Federal financing of IT-related R&D in the postwar United States sup-

ported longer-term research on a broader range of technological alterna-

tives and approaches in this nascent field than private funding alone

could have done. This body of basic science became an important input

to many IT-sector innovations. But the effects of federal financing of in-

novation in IT went well beyond amelioration of the market failures

highlighted by Arrow and Nelson. The IT sector was also a major bene-

ficiary of large flows of private investment during the 1960s, 1970s,

1980s, and 1990s, and it is arguable that in the absence of federal sup-

port, private sources would have supported some level of R&D and in-

novation in this sector. Moreover, in some important instances (e.g., the

invention of the transistor and integrated circuit), private rather than

public sources supported the R&D that led to the key technical break-

throughs. But the timing of commercialization, the speed of adoption of

the technologies resulting from these processes, and the structure of the

industries that emerged to commercialize these innovations all would

have been very different. Federal funding supported the exploration of a

wider range of technological alternatives than exclusive reliance on pri-

vate funding would have, largely as a result of the large scale of these

public investments.

One of the most important long-term consequences of federal financ-

ing of innovation in IT was the creation of a relatively weak intellectual

property rights environment and, in some cases, the direct encourage-

ment of high levels of interfirm technology diffusion by federal agencies

funding R&D or procurement. Federal funding for procurement of the

products of these new industries also encouraged the entry of new firms

and interfirm technology diffusion. In addition, federal procurement sup-

ported the rapid attainment by supplier firms of relatively large produc-

tion runs, enabling faster rates of improvement in product quality and

cost than otherwise would have been realized. Finally, federal support
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for innovation in IT contributed to the creation of a large-scale R&D

infrastructure in federal laboratories and, especially, in U.S. universities,

which became important and highly productive sources of innovations.

Indeed, federal support for this R&D infrastructure led to the early

deployment of the large-scale computer networks in the United States,

which led to a wave of innovation, much of it driven by users of these

networks, that produced the Internet.

These effects of federal funding for innovation in IT are at best only

hinted at in the classic market failure justification for federal support.

And we do not claim that the positive results of federal investments in

IT can or will be reproduced in other fields. At least some of the catalytic

effects of federal support for innovation in IT were enhanced by the

general-purpose characteristics of information technology, the enormous

capacity of this technology for rapid improvement in price-performance

ratios, and the tendency for these reductions in the price-performance ra-

tio to accelerate adoption in a widening array of applications. In other

respects, the history of federal support for innovation in IT is a history

of a specific chapter in U.S. political and economic development domi-

nated by the cold war.1 Moreover, as we noted earlier, these federal

policies exercised considerable influence over industry development pre-

cisely because they were present at the creation of the industry; indeed,

they accelerated the creation of these industries. It is unlikely that com-

parable intervention in other industries at later stages of development of

IT would have such a powerful long-term influence.

Federal Funding and IT Innovation

Federal policy played a central role in the development of all four of

the technologies that we are including in our definition of the IT sector.

The military applications of semiconductors and computers meant that

defense-related R&D funding and procurement were important to the

early development of these industries. The R&D infrastructure created

in U.S. universities by defense-related and other federal R&D expendi-

tures made significant contributions to technical developments in semi-

conductors, computer hardware, and computer software. The Internet

itself emerged from federal programs, largely motivated by national
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defense, that developed a national network linking the far-flung compo-

nents of the academic and industrial R&D infrastructure created with

federal funds.

In all of these technologies, the direct influence of federal R&D and

procurement policies was strongest in the early years of their develop-

ment, when federal expenditures on R&D or procurement accounted

for the majority of such funding. These federal programs in turn focused

primarily on the development of defense-related applications. The semi-

conductor, computer hardware and software, and Internet industries

now encompass many markets and applications beyond national de-

fense, which now accounts for a much smaller share of demand or appli-

cations in all of these industries. Indeed, the technological spillovers that

once flowed from defense-related technologies to civil applications now

frequently move in the opposite direction, and the ability of Defense De-

partment policymakers to influence the direction of technological change

has diminished considerably. Nonetheless, the substantial role of federal

support programs in the earliest stages of development of many of these

industries means that the influence of these programs on intellectual

property policies, interfirm technology flows, entry, and overall indus-

trial structure remains significant today.

The electronics revolution that spawned the semiconductor and com-

puter industries, as well as the Internet, can be traced to two key innova-

tions: the transistor and the computer. Both appeared in the late 1940s,

and the exploitation of both was spurred by cold war concerns over na-

tional security. The creation of these innovations also relied on domestic

U.S. science and invention to a greater extent than many important U.S.

innovations of the pre-1940 era. The following sections briefly survey the

development of each of these four technologies, describing key aspects of

their industrial and technological evolution and highlighting the role of

the federal government in financing major innovations.

Semiconductors

The transistor, invented at Bell Telephone Laboratories in late 1947,

marked one of the first tangible payoffs to an ambitious program of basic

research in solid-state physics that Mervin Kelly, Bell Labs’s director,

had launched in the 1930s. Facing increasing demands for long-distance
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telephone service, AT&T sought a substitute for the repeaters and relays

that would otherwise have to be employed in huge numbers, greatly

increasing the complexity of network maintenance and reducing reliabil-

ity. Kelly felt that basic research in the emergent field of solid-state phys-

ics might yield technologies for this purpose.2

The transistor had important potential military applications in military

electronics and computer systems, but the inventing firm, AT&T, was

not producing it in commercial quantities. Considerable process R&D

and trial-and-error experimentation were needed, and by 1953, the U.S.

Defense Department was funding pilot transistor production lines oper-

ated by AT&T, General Electric, Raytheon, Sylvania, and RCA (Tilton

1971). As figure 7.2 shows, federal development contracts with these

and other industrial firms were initially dominated by production engi-

neering, but by 1959, R&D spending accounted for more than 80

percent of federal support for semiconductor-related technology develop-

ment within these firms. According to Tilton (1971), federally supported

R&D accounted for nearly 25 percent of total industry R&D spending

in the late 1950s.

Interestingly, the bulk of this federal R&D spending during the 1950s

was allocated to established producers of electronic components, includ-

Figure 7.2
R&D Share of Federal Semiconductor Development Contracts to Firms, 1955–
1961
Source: Tilton (1971).
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ing those listed in the preceding paragraph, during the 1950s. Indeed,

Tilton (1971) shows that new firms, including Texas Instruments, Shock-

ley Laboratories, Transitron, and Fairchild, received only 22 percent of

federal R&D contracts in 1959, although these firms accounted for

63 percent of semiconductor sales in that year. The major corporate

recipients of military R&D contracts were not among the pioneers in

the introduction of innovations in semiconductor technology, while

the pioneering firms did so without military R&D contracts (Kleiman

1966). Defense procurement contracts proved to be at least as important

as public funding of industry R&D in shaping this nascent industry.

The first commercially successful transistor was produced by Texas

Instruments, rather than AT&T, in 1954.3 Texas Instruments’ silicon

junction transistor was quickly adopted by the U.S. military for use in ra-

dar and missile systems. The next major advance in semiconductor elec-

tronics, in 1958, was the integrated circuit, which combined a number of

transistors on a single silicon chip. The integrated circuit (IC), invented

by Jack Kilby of Texas Instruments, drew on TI’s innovations in diffu-

sion and oxide masking technologies that had initially been developed

for the manufacture of silicon junction transistors.

Kilby’s search for the IC was motivated by the desirability of a device

that could expand the military (and, eventually, the commercial) market

for semiconductor devices. Little of Kilby’s pathbreaking R&D was sup-

ported by the U.S. military, but defense-related procurement dominated

TI’s early shipments of integrated circuits. Figure 7.3 demonstrates the

significant share of IC shipments accounted for by government pur-

chases, as well as the decline in this share as commercial markets for the

IC grew. A longer time series for the government share of semiconductor

shipments (figure 7.4) shows the importance of government procurement

in the early years of the broader semiconductor industry, as well as

the decline in the share of demand represented by federal procurement

after the 1960s. By the 1990s, military demand accounted for less than

10 percent of integrated circuit sales (figure 7.5).

One result of the substantial presence of the federal government in the

early postwar semiconductor industry as a funder of both R&D and pro-

curement was the emergence of an industry structure that contrasted

with those of pre-1940 technology-intensive U.S. industries, such as
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Figure 7.3
Government Purchases of Integrated Circuits as a Percent of Total Shipments
Note: Includes circuits produced for Department of Defense, Atomic Energy
Commission, Central Intelligence Agency, Federal Aviation Agency, and Na-
tional Aeronautics and Space Administration.
Source: Levin (1982).

Figure 7.4
Government Purchases of Semiconductor Devices as Share of Total Shipments
Note: Includes devices produced for Department of Defense, Atomic Energy
Commission, Central Intelligence Agency, Federal Aviation Agency, and Na-
tional Aeronautics and Space Administration equipment.
Source: Levin (1982).
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chemicals or electrical machinery, as well as the postwar semiconductor

industries of such nations as Germany and Japan. In a virtual reversal of

the prewar situation, the R&D facilities of large U.S. firms provided

many of the basic technological advances that new firms commercialized.

Entrants’ role in the introduction of new products, reflected in their often

dominant share of markets in new semiconductor devices, significantly

outstripped that of established firms. Moreover, the role of new firms

grew in importance with the development of the integrated circuit.

Although the military market for ICs was rapidly overtaken by com-

mercial demand, military demand spurred output growth and price

reductions that expanded commercial demand for ICs. The large volume

of ICs produced for the military market allowed firms to move down

firm- and product-specific learning curves, reducing component costs

and expanding commercial applications.4 Table 7.1 traces the growth

between 1962 and 1978 in total shipments of ICs and the concurrent

growth in shares of shipments to industrial and commercial uses.

Military procurement policies also influenced industry structure by

promoting competition and the intraindustry diffusion of technological

Figure 7.5
Total and Military Share of U.S. Integrated Circuit Sales
Source: Alic, Branscomb, Brooks, Cater, and Epstein (1992).
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knowledge. In contrast to Western European defense ministries, the U.S.

military awarded substantial procurement contracts to new entrants such

as Texas Instruments with little or no history of supplying the military.5

The U.S. military’s willingness to purchase from untried suppliers was

accompanied by requirements that mandated substantial technology

transfer and exchange among U.S. semiconductor firms. To reduce the

risk that a system designed around a particular IC would be delayed by

production problems or the exit of a supplier, the military required its

suppliers to develop a second source for the product, that is, a domestic

producer that could manufacture an electronically and functionally iden-

tical product. Compliance with second-source requirements meant that

firms had to exchange design and sufficient process knowledge to ensure

that the component produced by a second source was identical to the

original product.

By facilitating entry and supporting high levels of technology spill-

overs among firms, defense-related procurement policy (along with other

federal policies, such as the 1956 AT&T consent decree) increased the

diversity of technological alternatives explored by individuals and firms

within the U.S. semiconductor industry during a period of significant un-

certainty about the direction of future development of this technology.

Extensive entry and interfirm technology diffusion also intensified com-

petition among U.S. firms. This highly competitive industry structure

enforced a rigorous selection environment, weeding out less effective

firms and technical solutions. For a nation that was pioneering in the

Table 7.1
End use shares of total U.S. sales of integrated circuits and total market value
1962–1978

Markets 1962 1965 1969 1974 1978

Government 100% 55% 36% 20% 10%

Computer 0 35 44 36 38

Industrial 0 9 16 30 38

Consumer 0 1 4 15 15

Total U.S. domestic
shipments (millions)

$4 $79 $413 $1,204 $2,080

Note: Total percentages may not equal 100 because of rounding.
Source: Langlois and Steinmueller (1999).
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semiconductor industry, this combination of technological diversity and

strong selection pressures proved to be highly effective.

As nondefense demand for semiconductor components grew and came

to dominate industry demand, defense-civilian technology spillovers de-

clined in significance and actually reversed in direction. By the 1970s,

military specification semiconductor components often lagged behind

their commercial counterparts in technical performance, although these

‘‘milspec’’ components could operate in much more hostile environments

of high temperatures or vibration. Nonetheless, concern among U.S. de-

fense policymakers over this technology gap grew and resulted in the cre-

ation of the Department of Defense (DOD) Very High Speed Integrated

Circuit program (VHSIC) in 1980. Federally funded VHSIC projects

linked merchant semiconductor firms largely devoted to commercial pro-

duction, semiconductor equipment manufacturers, and defense systems

houses in development projects intended to produce advanced, high-

speed milspec components.

Originally planned for a six-year period and budgeted at slightly

more than $200 million, the VHSIC program lasted for ten years and

spent nearly $900 million. Nonetheless, the program failed to meet its

objectives, demonstrating the limited influence of the federal govern-

ment within a U.S. semiconductor market that by the 1980s was domi-

nated by commercial applications and products. Rather than seeking

to redirect the course of innovation within the U.S. semiconductor indus-

try, defense policymakers now seek to change procurement policies to

enable more rapid incorporation of commercial innovations (Alic et al.

1992).6

Computers

The U.S. computer industry also benefited from cold war military spend-

ing, but in other respects, the origins and early development of this

industry differed from semiconductors. Although they were at best pe-

ripheral actors in the early development of semiconductor technology,

U.S. universities were important sites for the government-funded devel-

opment and research activities that produced the earliest U.S. computers.

In addition, federal spending during the late 1950s and 1960s, which

was funded largely from military sources, provided an important basic
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research and educational infrastructure for the development of this new

industry.

During the war years, the American military sponsored a number of

projects to develop high-speed calculators. Many of the first-generation

computer projects were funded by the U.S. military (See table 7.2). The

ENIAC, generally considered the first fully electronic digital computer,

was funded by Army Ordnance, which was concerned with the computa-

tion of firing tables for artillery. Developed by J. Presper Eckert and John

W. Mauchly at the Moore School of the University of Pennsylvania, the

ENIAC did not rely on software but was hard-wired to perform each

set of calculations. In 1944, John von Neumann began advising the

Eckert-Mauchly team, which was working on the development of a new

machine, the EDVAC. This collaboration developed the concept of the

stored-program computer: instead of being hard-wired, the EDVAC’s

instructions were stored in memory, facilitating their modification.

From the earliest days of their support for the development of com-

puter technology, the U.S. armed forces supported wide diffusion of

technical information on this innovation. This attitude, which contrasted

with that of the military in Great Britain or the Soviet Union, appears to

have stemmed from the U.S. military’s concern that a substantial indus-

try and research infrastructure would be required for the development

and exploitation of computer technology.7 The technical plans for the

military-sponsored IAS computer developed by von Neumann at Prince-

ton’s Institute for Advanced Study were widely circulated among U.S.

government and academic research institutes and spawned a number of

clones (e.g., the ILLIAC, the MANIAC, AVIDAC, ORACLE, and JOH-

NIAC; see Flamm 1988).8 Public funding supported research on many

problems that might not have been supported from private sources,

consistent with the market-failure analysis discussed above, but equally

important was the relatively liberal dissemination of the results of this

publicly supported research.

By 1954, the ranks of the largest U.S. computer manufacturers were

dominated by established firms in the office equipment and consumer

electronics industries. The group included RCA, Sperry Rand (origi-

nally the typewriter producer Remington Rand, which acquired Eckert

and Mauchly’s embryonic computer firm), and International Business
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Table 7.2
Early U.S. support for computers

First generation of U.S.
computer projects

Estimated
cost of each
machine
(thousands)

Source of
funding

Initial
operation

ENIAC $750 Army 1945

Harvard Mark II 840 Navy 1947

Eckert-Mauchly BINAC 178 Air force
(Northrop)

1949

Harvard Mark III 1,160 Navy 1949

NBS Interim computer
(SEAC)

188a Air force 1950

ERA 1101 (Atlas I) 500 Navy/NSAb 1950

Eckert-Mauchly
UNIVAC

400–500 Army via census;
air force

1951

MIT Whirlwind 4,000–5,000 Navy; air force 1951

Princeton IAS computer 650a Army; navy;
RCA; AEC

1951

University of California
CALDIC

95a Navy 1951

Harvard Mark IV NA Air force 1951

EDVAC 467 Army 1952

Raytheon Hurricane
(RAYDAC)

460a Navy 1952

ORDVAC 600 Army 1952

NBS/UCLA Zephyr
computer (SWAC)

400 Navy; air force 1952

ERA Logistics computer 350–650 Navy 1953

ERA 1102 (3 built) 1,400c Air force 1953

ERA 1103 (Atlas II, 20
built)

895 Navy/NSA 1953

IBM Naval Ordnance
Research Computer
(NORC)

2,500 Navy 1955

Source: Flamm (1988).
aEstimated cost in 1950 in ‘‘Report on Electronic Digital Computers by the Con-
sultants to the Chairmand of the Research and Development Board,’’ June 15,
1950, app. 4, cited by Redmond and Smith (1980, 166).
bThe National Security Agency (NSA) includes army and navy predecessor
agencies.
cCost for three machines.
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Machines, as well as Bendix Aviation, which had acquired the computer

operations of Northrop Aircraft. These firms’ early computers were sold

primarily to federal government agencies, particularly the defense and in-

telligence agencies. The National Security Agency, the Atomic Energy

Commission, and the Defense Department all supported the development

of advanced computer systems for specialized applications in air defense,

cryptography, and nuclear weapons design.

IBM’s technology development efforts benefited from the firm’s ex-

perience as supplier of more than fifty large computers for the SAGE air

defense network that was developed under the supervision of MIT’s Lin-

coln Laboratories in the 1950s, and the firm also was awarded a contract

by the Atomic Energy Commission for an advanced computer (referred

to as the Stretch project) for use by Los Alamos National Laboratories.

Other U.S. computer firms, including Sperry Rand and ERA, produced

advanced computers in small quantities for federal intelligence and de-

fense agencies during the 1950s. According to Flamm (1987), federal

funds accounted for 59 percent of the combined computer-related R&D

spending of General Electric, IBM, Sperry Rand, AT&T, Raytheon,

RCA, and Computer Control Corporation between 1949 and 1959.

Business demand for computers gradually expanded during the early

1950s, and the most commercially successful machine of the decade,

with sales of 1800 units, was the low-priced IBM 650 (Fisher, McKie,

and Mancke 1983). Even in the case of the 650, however, government

procurement was crucial: the projected sale of 50 machines to the fed-

eral government (a substantial portion of total projected sales of 250

machines) influenced IBM’s decision to initiate the project (Flamm

1988). Sales to the government made up a substantial portion of IBM

sales during the 1950s, but declined through the following two decades

as private sector sales grew (see figure 7.6). The ability of the major pro-

ducers to use extensive federal R&D funding to penetrate commercial

markets varied. IBM benefited from these programs, but also successfully

exploited its lengthy experience in business equipment in designing and

manufacturing both the computers and the peripherals that were so im-

portant to business computers.9

Even after the emergence of a substantial private industry dedicated to

the development and manufacture of computer hardware, federal R&D
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spending aided the creation of the new academic discipline of computer

science. Universities were important sites for applied as well as basic

research in hardware and software, and contributed to the development

of new hardware and networking technologies. The training by univer-

sities of engineers and scientists active in the computer industry also was

extremely important. U.S. universities provided important channels for

cross-fertilization and information exchange between industry and aca-

demia, but also between defense and civilian research efforts in software

and in computer science generally.

In 1963, about half of the $97 million spent by universities on com-

puter equipment came from the federal government, while the univer-

sities themselves paid for 34 percent and computer makers picked up

the remaining 16 percent (Fisher, McKie, and Mancke 1983). Federal

monies for computer-related research accounted for a significant portion

of total research expenditures in industry and academia through the

1980s (see figure 7.7). During the 1970s and 1980s, roughly 75 percent

of the mathematics and computer science research performed at univer-

sities was funded by the federal government (Flamm 1987). According to

a recent report from the National Research Council’s Computer Science

and Telecommunications Board, federal investments in computer science

Figure 7.6
IBM Sales of Special Products and Services to U.S. Government Agencies
Source: Flamm (1978, 108).
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research increased fivefold during the 1976–1995 period, from $180 mil-

lion in 1976 to $960 million in 1995 in constant (1995) dollars. Feder-

ally funded basic research in computer science, roughly 70 percent of

which was performed in U.S. universities, grew from $65 million in

1976 to $265 million in 1995 (National Research Council 1999a). De-

fense-related R&D spending in software appears to have declined some-

what in the 1980s, even as civilian agencies such as the National Science

Foundation increased their computer science research budgets. The de-

fense share of federal computer science research funding declined from

almost 60 percent in fiscal 1986 to less than 30 percent in fiscal 1990

(Clement 1987, 1989; Clement and Edgar 1988), and defense funding

of computer science research in universities appears to have been sup-

planted somewhat by the growth in funding for quasi-academic research

and training organizations.

As was true of semiconductors, the relationship between federally sup-

ported innovation and civilian innovation in computers changed as the

U.S. computer industry matured. In both the hardware and software

areas, the government’s needs differed from those of the commercial sec-

tor, and the magnitude of technological spillovers from military R&D

and procurement to civilian applications appears to have declined as the

Figure 7.7
Federal Math and Computer Science Funds as a Percent of All Computer-Related
Research Funds
Source: Flamm (1987).
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computer industry moved into the 1960s. Just as had been the case in

semiconductors, however, military procurement demand attracted new

firms to enter the industry, and many such enterprises entered the fledg-

ling U.S. computer industry in the late 1950s and 1960s.

The Computer Software Industry

By the 1980s, the development of the semiconductor and computer

industries had laid the groundwork for the expansion of another new

postwar industry, the production of standardized computer software for

commercial markets (as opposed to the commercial production of cus-

tom software or user-developed custom software). The growth of the

U.S. computer software industry has been marked by at least four dis-

tinct eras. During the early years of the first era (1945–1965), covering

the development and early commercialization of the computer, software

as it is currently known did not exist. The concept of computer software

as a distinguishable component of a computer system was effectively

born with the advent of the von Neumann architecture for stored-

program computers. But the development of a U.S. software industry be-

gan only when computers appeared in significant numbers. The large

commercial market for computers that was created by the IBM 650 pro-

vided strong incentives for industry to develop standard software for this

architecture.

Along with the development by IBM and other major hardware pro-

ducers of standard languages such as FORTRAN, widespread adoption

of a single platform contributed to substantial growth of internal soft-

ware production by large users. But the primary suppliers of the software

and services for mainframe computers well into the 1960s were the man-

ufacturers of these machines. In the case of IBM, which leased many of

its machines, the costs of software and services were bundled with the

lease payments. By the late 1950s, however, a number of independent

firms had entered the custom software industry. These firms included

the Computer Usage Company and Computer Sciences Corporation,

both founded by former IBM employees. In the late 1950s, the Com-

puter Usage Company secured contracts with NASA, and the following

year, it went public. Other start-ups followed during the early 1960s

(Campbell-Kelly 1995, 2003).
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Procurement of products and services by the federal government was

an important factor in the early development of the software industry.

As we previously noted, IBM was the primary supplier of computers for

the SAGE air defense project, but the RAND Corporation was the con-

tractor responsible for the bulk of the huge amount of software required

for SAGE. RAND in turn created the Software Development Division to

produce the software. This division separated from RAND, forming the

Systems Development Corporation (SDC), in 1956. Since large-scale soft-

ware development projects of this sort were well beyond the technologi-

cal or scientific frontier of academic computer science (a discipline that

itself scarcely existed in the early 1950s), the SAGE software develop-

ment project acted as a ‘‘university’’ of sorts for hundreds of software

programmers, laying the foundations for the software industry’s future

development within the United States (Campbell-Kelly 1995). In part to

facilitate this role as a training ground and in part because SDC was

restricted by air force pay scales, the company encouraged turnover of

employees, and these ‘‘SAGE alumni’’ in turn contributed to the develop-

ment of the broader software industry (Langlois and Mowery 1996).10

In the late 1950s and early 1960s, defense contractors, including

TRW, MITRE Corporation, and Hughes, began to produce large-scale

systems software for military applications under federal contracts. IBM

and other mainframe computer manufacturers also produced large one-

of-a-kind software applications for customers and became important

suppliers in the software-contracting industry. Much of the software-

related know-how developed from defense contracts, and the Apollo

manned space flight program spilled over to commercial applications.

For example, IBM’s collaboration with American Airlines to develop

the SABRE reservation system drew on IBM’s background from the

SAGE development (Campbell-Kelly 1995).

Federal procurement programs influenced the evolution of specific

programming languages as well. A Department of Defense effort to es-

tablish a standard programming language resulted in the widely used

common business-oriented language, COBOL. The DOD required that

general-purpose computers purchased by the military support COBOL

and that any business-related applications for defense programs be

written in the language. Since the DOD accounted for such a large share
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of the market for custom software, its procurement requirements facili-

tated the development and diffusion of COBOL (Flamm 1987).

The second era of the software industry’s development (1965–1978)

witnessed the first entry of independent producers of standard software.

Although independent suppliers of software began to enter in significant

numbers in the early 1970s in the United States, computer manufacturers

and users remained important sources of both custom and standard soft-

ware during this period. Some consulting firms and other suppliers that

had provided users with operating services and programming solutions

began to unbundle their services from their software, providing yet

another cohort of entrants into the independent development and sale

of traded software. Sophisticated users of computer systems, especially

users of mainframe computers, also developed expertise in the creation

of solutions to their applications and operating system needs. A number

of leading U.S. suppliers of traded software were founded by computer

specialists formerly employed by major mainframe users and by the Sys-

tems Development Corporation.

During the third era of development of the software industry (1978–

1993), the appearance of the desktop computer produced explosive

growth in packaged software markets. Once again, the United States

was the first mover in this transformation, and the U.S. market quickly

emerged as the largest single one for such packaged software. Rapid

adoption of the desktop computer in the United States supported the

early emergence of a few dominant designs in desktop computer archi-

tecture, creating the first mass market for packaged software. The inde-

pendent software vendors (ISVs) that entered during this period were

largely new to the industry. Few of the major suppliers of desktop soft-

ware came from the ranks of the leading independent producers of main-

frame and minicomputer software, and mainframe and minicomputer

ISVs are still minor factors in desktop software.

The large size of the U.S. packaged software market, as well as the fact

that the United States was the first large market to experience rapid

growth (reflecting the earlier appearance and rapid diffusion of main-

frame and minicomputers, followed by the explosive growth of desktop

computer use during the 1980s), gave the U.S. firms that pioneered in the

domestic packaged software market a formidable first-mover advantage

302 Kira R. Fabrizio and David C. Mowery



www.manaraa.com

that was exploited internationally. U.S. firms’ market shares in their

home market exceed 80 percent in most classes of packaged software

and exceed 65 percent in non-U.S. markets for all but applications

software.11

Much of the rapid growth in custom software firms during the 1969–

1980 period reflected expansion in federal demand, which was domi-

nated by DOD demand. But like the semiconductor industry, defense

markets gradually were outstripped by commercial markets, although

this trend occurred more gradually in software than in hardware or semi-

conductors. There exists no reliable time series of DOD expenditures on

software procurement that employs a consistent definition of software

(e.g., separating embedded software from custom applications or operat-

ing systems and packaged software). Nevertheless, the available, imper-

fect data suggest that in constant dollar terms, DOD expenditures on

software increased more than thirtyfold during the 1964–1990 period

(see Langlois and Mowery 1996, and figure 7.8). Throughout this pe-

riod, DOD software demand was dominated by custom software, and

DOD and federal government markets for custom software accounted

for a substantial share of the total revenues in this segment of the

U.S. software industry. By the early 1990s, however, defense demand

accounted for a declining share of the U.S. software industry’s revenues.

Figure 7.8
Department of Defense Software Procurement, 1959–1990
Source: Langlois and Mowery (1996, 69).
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Its declining share of total demand meant that the defense market no

longer exerted sufficient influence on the path of R&D and product de-

velopment to benefit from generic academic research and product devel-

opment; defense and commercial needs had diverged. The tangled history

of the DOD’s generic software language, Ada, unveiled in 1984, illus-

trates the declining influence of federal procurement on the rapidly grow-

ing software industry. Billed as a solution to the severe problems of

system maintenance and software development resulting from the bewil-

dering variety of software languages in use within defense systems, Ada

was designed to be employed in all defense applications. By standard-

izing all DOD programs around a single language, Ada proponents

argued, the commercial developers that no longer were interested in serv-

ing the military market would be motivated to produce software that

could be used in both civilian and military applications. But these aspira-

tions were largely unrealized. Partly because of the huge difficulties

associated with inserting Ada into the enormous installed base of

defense-related software, the language failed to attract the attention of

commercial developers. The contrast between the failure of this DOD-

supported language to take hold and COBOL’s rapid diffusion into mili-

tary and commercial applications underscores the points made earlier

concerning the tendency for the influence of defense-related R&D and

procurement demand to decline as commercial markets expand.

The fourth era in the development of the software industry (1994–

present) has been dominated by the growth of networking among desk-

top computers, both within enterprises through local area networks

linked to a server and among millions of users through the Internet. Net-

working has opened opportunities for the emergence of new software

market segments (e.g., the operating system software that is currently in-

stalled in desktop computers may reside on the network or the server),

the emergence of new dominant designs, and, potentially, the erosion of

currently dominant software firms’ positions. Although the Internet was

in most respects created by public R&D funding, private spending on

R&D and commercial applications has dominated the path of develop-

ment of the U.S. software industry during this fourth Internet-driven

era. Like the previous eras of this industry’s development, the growth

of network users and applications was more rapid in the United States
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than in other industrial economies during the 1990s, and U.S. firms have

maintained dominant positions in these markets.

The Internet

The Internet was developed and commercialized first in the United States,

although scientists and engineering in other industrial economies, espe-

cially France and the United Kingdom, made important contributions

to computer networking technologies during the 1970s, and the key

advances behind the creation of the World Wide Web were invented at

CERN, the European nuclear physics research facility. Nonetheless, U.S.

entrepreneurs and firms led the transformation of these inventions into

components of a national and global network of networks and were

early adopters of new applications.

Federal agencies such as the DOD and National Science Foundation

played a critical role in funding the development and diffusion of early

versions of the technology. Federal spending on R&D and procurement

was complemented by the R&D investments of large corporations

and the many start-ups that populated Internet-related industries. These

small firms often drew on expertise developed in U.S. research univer-

sities or in large corporations and benefited from the regulatory and an-

titrust policies of federal agencies such as the Federal Communications

Commission and the Justice Department. But the explosive adoption

and commercial exploitation of the Internet during the 1990s built on

a foundation of computer-networking R&D and investment, much of

which was from federal sources, and experience in the use of this net-

working infrastructure, that had developed during the previous thirty

years.

During the early 1960s, several researchers, including Leonard Klein-

rock at MIT and Paul Baran of RAND, developed various aspects of

the theory of packet switching.12 The theoretical work and early ex-

periments of Baran, Kleinrock, and others led the DOD’s Advanced Re-

search Projects Agency (DARPA) to fund the construction of a prototype

network. In December 1968, DARPA granted a contract to the Cam-

bridge, Massachusetts–based engineering firm of Bolt, Beranek and

Newman (BBN) to build the first packet switch.13 The switch, called an

interface message processor (IMP), linked computers at several major
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computing facilities over what is now called a wide-area network. A

computer with a dedicated connection to this network was referred to

as a host. The resulting ARPANET is widely recognized as the earliest

forerunner of the Internet (National Research Council 1999a). By 1975,

as universities and other major defense research sites were linked to the

network, ARPANET had grown to more than 100 nodes.

In 1974, two DARPA-funded engineers, Robert Kahn and Vinton

Cerf, published the first version of the TCP/IP protocol suite.14 The new

data networking protocol allowed physically distinct networks to inter-

connect with one another as ‘‘peers’’ and exchange packets through spe-

cial hardware called a gateway. By publishing TCP/IP and placing the

standard within the public domain, Kahn, Cerf, and their collaborators

strengthened its position in a two-decade-long competition among a va-

riety of networking protocols, including proprietary standards such as

IBM’s SNA and Digital Equipment’s DECNET, open alternatives such

as Datagram (UDP) networking and the Unix to Unix Copy protocol

(UUCP), and standards supported by established telecommunications

firms, such as X.25 and Open Standard Interconnect (OSI). These other

networking protocols were largely developed with private funds, al-

though they benefited from the R&D infrastructure in universities and

laboratories that was supported in large part by federal funds.

TCP/IP’s origins in a federally funded research project (and its devel-

opment at a time during which the results of federally funded research

rarely were patented) were crucial to the eventual victory of this open,

nonproprietary standard as the foundation for the architecture of the

Internet. Had a proprietary protocol established dominance, the evolu-

tion of computer networking and eventually the Internet might have

been very different (see Mowery and Simcoe 2002 for further discus-

sion). The weak intellectual property protection for TCP/IP and related

networking innovations reflected the network’s academic origins, the

DOD’s support for placing research in the public domain, and the inabil-

ity of proprietary standards to compete with the open TCP/IP standard.

The resulting widespread diffusion of the Internet’s core technological

innovations lowered barriers to the entry by networking firms in hard-

ware, software, and services.
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Although U.S. scientists and engineers made important contributions

to packet-switching and computer-networking technologies and proto-

cols, they were by no means alone. French and British computer scien-

tists also contributed important technical advances during this period,

and publicly supported prototype computer networks were established

in both France and the United Kingdom by the early 1970s. U.S. domi-

nance in computer networking did not result from a first-mover advan-

tage in the invention or even the early development of a packet-switched

network. The factor that seems to distinguish ARPANET from these

simultaneous projects was its funding for large-scale deployment of the

network. Its size and inclusion of a diverse array of institutions as mem-

bers appear to distinguish the ARPANET from its British and French

counterparts and accelerated the development of supporting technologies

and applications.

We lack the necessary data to estimate the total federal investment in

Internet-related R&D. Even were such data available, the complex ori-

gins of the Internet’s various components would make construction of

such an estimate difficult. Nevertheless, federal investments in the aca-

demic computer science research and training infrastructure that contrib-

uted to the Internet’s development were substantial. The large scale of

the U.S. defense-related programs in computer science research and net-

working distinguished them from those in the United Kingdom and

France. In addition to their size, the structure of these substantial federal

R&D investments enhanced their effectiveness. In its efforts to encourage

exploration of a variety of technical approaches to research priorities,

DARPA frequently funded similar projects in several different univer-

sities and private R&D laboratories. Moreover, the DOD’s procurement

policy complemented DARPA’s broad-based approach to R&D funding.

As had been true of semiconductors, major development and procure-

ment contracts were awarded to small firms such as BBN, which received

the contract to build the first IMP. This policy helped foster entry by new

firms into the emerging Internet industry, supporting intense competition

and rapid innovation.

In 1985, the National Science Foundation, by then one of several fed-

eral government agencies managing the backbone of the U.S. national
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network, made the first in a series of policy decisions that encouraged the

standardization of Internet infrastructure and promoted expansion and

utilization of the network. Beginning in 1985, any university receiving

NSF funding for an Internet connection was required to provide access

to all qualified users and to use TCP/IP on its network. Standardization

around TCP/IP encouraged interoperability and supported the creation

of a large pool of university-trained computer scientists and engineers

skilled in use of the protocol.

The process of infrastructure rationalization concluded with the de-

commissioning of the original ARPANET in 1990 and the transfer of its

users and hosts to the new NSFNET. In spite of growing private sector

participation in the management of the Internet, the NSF maintained

an acceptable use policy (AUP) throughout this period that prohibited

use of NSFNET for commercial purposes. As more commercial users

attached to the network, on their own or in partnership with academic

institutions, they lobbied the NSF to abandon the AUP. By 1991, the

NSF had abandoned the AUP, and Internet backbone management

was privatized in 1995. Once again, rapid growth in nongovernmental

applications led to a reduction in direct governmental influence over the

evolution and adoption of this technology, although in this case, govern-

mental ‘‘withdrawal’’ might be more accurately depicted as a purposive

rather than an inadvertent outcome.

In May 1991, Tim Berners-Lee and Robert Cailliau, two physicists

working at the CERN laboratory in Switzerland, released a new docu-

ment format, hyper-text markup language (HTML), and an accompany-

ing document retrieval protocol, hyper-text transfer protocol (HTTP).15

Together, HTML and HTTP turned the Internet into a vast cross-

referenced collection of multimedia documents, dubbed by these col-

laborators the World Wide Web (WWW). In order to use the WWW, a

computer needed a connection to the Internet and the application soft-

ware that could retrieve and display HTML documents. Although it

was not the first functional Internet browser, Mosaic, a free program

written by a group of graduate students at the University of Illinois

National Center for Supercomputing Applications that included Marc

Andreesen, was widely adopted and accelerated the growth of the

Web.16 During 1993, the first year that Mosaic was available, HTTP
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traffic on the Internet grew by a factor of 3,416. By 1996, HTTP traffic

was generating more packets than any other Internet application. The

‘‘gold rush’’ of Internet commercialization and hype had begun, and in

this field as in other parts of the IT sector, private funding of R&D and

technology deployment vastly outstripped public R&D investment.

HTML and HTTP were not invented in the United States, but decades

of previous federal and private sector investments in R&D and infra-

structure supported their rapid domestic adoption and development.

By the early 1990s, the basic protocols governing the operation of

the Internet had been in use for nearly twenty years, and their stability

and robustness had improved considerably. As Greenstein (2000a) has

pointed out, the explosive growth of the Web during the 1990s benefited

from the lengthy period of gestation and refinement of the network infra-

structure. This prolonged adolescence was supported in large part by

public funds.

Conclusion

The postwar U.S. economy has benefited from the creation and innova-

tive dynamism of a series of new industries, including those discussed in

this chapter. Although the development and commercialization of inno-

vations by firms in all of these industries have relied heavily on private

sources of finance, it is difficult to overstate the importance of the federal

support for R&D, and especially in industries such as computer hard-

ware or semiconductors, procurement. We have argued that these public

R&D and procurement programs accelerated the growth of U.S. firms in

these industries. The structure of these public programs also enhanced

the innovative dynamism and competitive strength of the IT sector. But

the influence of public funding for R&D and procurement was enhanced

by the fact that such public intervention occurred at the inception of

these industries. As the IT sector developed, federal R&D and procure-

ment contracts exercised less influence over the semiconductor, computer

hardware, and computer software industries in the United States.

Our discussion of the importance and effects of federal financing of

innovation in IT is broadly consistent with the market failure analyses

of Arrow and Nelson, but it highlights some of the limitations of these
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analyses. In particular, the historical overview of these industries’ devel-

opment emphasizes the dynamic effects of public financing of innovation,

as well as the path-dependent nature of its influence on industry evolu-

tion. The structure of federal financing and procurement programs was

no less important than their magnitude in affecting industry evolution.

Moreover, because federal financing of innovation was most significant

in the earliest years of the IT sector’s development, the effects of these

policies were unusually substantial and long lived. The initial conditions

surrounding the evolution of these industries were significant, and they

were affected by the structure of federal policies for financing innovation.

Although the influence of federal R&D funding on industry innova-

tiveness and development is readily apparent in the IT sector, federal

R&D programs have played an important role in the development of

other postwar high-technology industries in the United States. The most

obvious examples are the pharmaceuticals and biotechnology industries,

which have benefited from the large-scale basic research programs spon-

sored by the National Institutes of Health. In the biomedical sciences

no less than in information technology, the presence of these large-scale

federal R&D programs is almost entirely a post-1945 phenomenon.

Postwar public sector R&D programs in the United States have few pre-

1945 counterparts, which may be one reason that the pattern of growth

and structural evolution of the industries benefiting from these public

R&D programs differs in some respects from the prewar industries of

chemicals and electrical equipment, among others.

The influence of federal R&D and procurement on the technological

and structural development of the IT sector was amplified by other poli-

cies in such areas as antitrust policy and intellectual property rights. Re-

markably, in the light of the consistently procompetitive posture of all

of these disparate policies during the 1945–1970 period, there is little, if

any, evidence of systematic coordination among them. Nonetheless, their

powerful and largely beneficial effects on industry dynamism and growth

are apparent in retrospect. It is also apparent in retrospect that this

influence was greatest by far in the early development (roughly the first

twenty years) of each of the IT-related industries discussed in this

chapter. Moreover, federal programs rarely attempted to directly affect

the development of commercial applications or technologies, an area in
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which the U.S. government, no less than other industrial economy gov-

ernments, has compiled a very undistinguished record (see Eads and Nel-

son 1971 for one of the earliest and still one of the best summaries).

At least some of the beneficial effects of these federal R&D and pro-

curement programs appear to have flowed from their encouragement

for relatively liberal disclosure and interfirm diffusion of technology.

This posture stands in sharp contrast from today’s conventional wisdom

about the desirability of patenting the intellectual property resulting from

federal R&D, conventional wisdom now embodied in such policies as

the Bayh-Dole Act of 1980 (see Mowery et al. 2002). Although the evi-

dence provided by these histories of selected high-technology industries

must be treated with great caution, the discussion in this chapter suggests

that relatively weak intellectual property rights regimes may prove bene-

ficial, or at least not harmful, to the development and innovative perfor-

mance of industries in their early stages of development.

Notes

An earlier version of this chapter was presented at the SSRC conference on
‘‘Financing Major Innovations,’’ Irvine, California, March 22, 2003, and bene-
fited from comments from the participants at that meeting, especially Linda
Cohen, Steve Usselman, and Zorina Khan. Portions of this chapter draw on
Mowery and Rosenberg (1999) and Mowery and Simcoe (2002).

1. Scientific research in nanotechnology, much of which has important defense
applications, may be an example of another field in which federal R&D funding
could play an important role in the development of a general-purpose technol-
ogy. A prominent San Francisco venture capitalist, Steve Jurvetson, recently char-
acterized the role of private investment in the development of nanotechnology
applications as follows: ‘‘We [venture capitalists] have to come in much later, af-
ter [something that] was an incredibly risky proposition bears some fruit in terms
of a prototype of some products. That’s when we first invest. . . . every one of our
nanotech and related companies was first federally funded in a university setting
or in a government lab’’ (Tansey, 2004).

2. ‘‘As early as 1936, Kelly felt that one day the mechanical relays in telephone
exchanges would have to be replaced by electronic connections because of the
growing complexity of the telephone system and because much greater demands
would be made on it. As this is hardly technically feasible using valves, it seems
that Kelly was thinking not simply of a radically new valve technology, but
perhaps of radically new electronics. . . . It seems most likely that Kelly saw the
logical progression from a semiconductor rectifier in copper oxide to be a semi-
conductor switch’’ (Braun and MacDonald 1982, 36).
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3. Commercial exploitation of Bell Labs’s discovery was influenced by the anti-
trust suit against AT&T filed in 1949 by the U.S. Department of Justice. In 1956,
the antitrust suit was settled through a consent decree, and AT&T restricted its
commercial activities to telecommunications service and equipment. The 1956
consent decree also led AT&T, holder of a dominant patent position in semicon-
ductor technology, to license its semiconductor patents at nominal rates to all
comers, seeking cross-licenses in exchange for access to its patents. As a result,
virtually every important technological development in the industry was accessi-
ble to AT&T, and all of the patents in the industry were linked through cross-
licenses with AT&T.

4. From the beginning, TI and other firms were aware of the commercial poten-
tial of the IC. As one of its first demonstration projects, TI constructed a com-
puter to demonstrate the reductions in component count and size that were
possible with ICs.

5. ‘‘European governments provided only limited funds to support the develop-
ment of both electronic component and computer technology in the 1950s and
were reluctant to purchase new and untried technology for use in their military
and other systems. European governments also concentrated their limited sup-
port on defense-oriented engineering and electronics firms. The American prac-
tice was to support military technology projects undertaken by industrial and
business equipment firms that were mainly interested in commercial markets.
These firms viewed their military business as a development vehicle for technol-
ogy that eventually would be adapted and sold in the open marketplace’’ (Flamm
1988, 134).

6. The history of federal involvement in the SEMATECH manufacturing R&D
consortium further illustrates the shifting roles of defense-related and civilian
R&D and innovation in semiconductors. Founded in 1987, SEMATECH was
devoted to collaborative R&D on semiconductor manufacturing processes, in an
effort to improve U.S. civilian semiconductor firms’ manufacturing performance
in the face of intense competition from Japanese producers. It initially received
half of its $200 million operating budget from the federal government, based on
a series of influential reports from the Defense Science Board (U.S. Department of
Defense, 1987; see also Alic et al. 1992) that argued that the civilian semiconduc-
tor ‘‘industrial base’’ in the United States was essential to the nation’s defense es-
tablishment (see Grindley, Mowery, and Silverman 1994 for a more extensive
discussion of the changing structure of SEMATECH).

7. Goldstine, one of the leaders of the wartime project sponsored by the army’s
Ballistics Research Laboratory at the University of Pennsylvania that resulted in
the Eckert-Mauchly computer, notes that ‘‘a meeting was held in the fall of 1945
at the Ballistic Research Laboratory to consider the computing needs of that lab-
oratory ‘in the light of its post-war research program.’ The minutes indicate a
very great desire at this time on the part of the leaders there to make their work
widely available. ‘It was accordingly proposed that as soon as the ENIAC was
successfully working, its logical and operational characteristics be completely
declassified and sufficient be given to the machine . . . that those who are inter-
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ested . . . will be allowed to know all details’ ’’ (1993, 217). Goldstine is quoting
the ‘‘Minutes, Meeting on Computing Methods and Devices at Ballistic Research
Laboratory,’’ October 15, 1945 (note 14).

8. Other computers developed for or initially sold to federal agencies during this
period include the Whirlwind, developed at MIT with funding from the navy and
the source of important technical advances that were incorporated into the SAGE
strategy air defense system of the 1950; Remington Rand’s UNIVAC, based on
the Eckert-Mauchly technology and sold to the Census Bureau and other govern-
ment agencies, as well as private firms; and the IBM 701, developed as a scientific
computer in 1953 for the Defense Department.

9. ‘‘Like most ‘new’ technology, the computer had important antecedents, and
existing firms had developed capabilities related to those antecedents. None had
done so more thoroughly than IBM. Despite some superficial differences between
computers and the earlier tabulating equipment that had formed the core of
IBM’s business, computers involved a mix of knowledge and capabilities that
matched those existing at IBM extraordinarily well’’ (Usselman 1993, 5). Ussel-
man also emphasized the skills at IBM’s Endicott, New York, factory that had
long been the source of many of the firm’s tabulating machines: ‘‘The Endicott
facility also produced a series of input-output devices that helped develop the
market for both large and small computers. Though these products made use of
electronics, they also drew on the mechanical skills available at Endicott. Printers
and disk storage devices in particular were as distinguished [sic] as much for their
rapid, precise mechanical motions as for their logical design’’ (12). Chandler
(1997) makes a similar argument.

10. One such programmer noted in the early 1980s, ‘‘The chances are reason-
ably high that on a large data processing job in the 1970s you would find at least
one person who had worked with the SAGE system’’ (Benington 1983, 351).

11. Most analyses of packaged software markets distinguish among operating
systems (referred to by the U.S. Commerce Department in the most recent US In-
dustry and Trade Outlook as ‘‘systems infrastructure software’’), the software
used to control the operations of a given desktop, mainframe, or minicomputer;
applications, software designed to support specific, generic functions such as
word processing or spreadsheets; and development tools, which include pro-
gramming languages and application development programs (see U.S. Depart-
ment of Commerce 2000 for further detail).

12. Packet switching is fundamentally different from circuit switching, the tech-
nology that connects ordinary telephone calls. On a packet-switched network,
information is broken up into a series of discrete ‘‘packets’’ that are sent individ-
ually and reassembled into a complete message on the receiving end. A single cir-
cuit may carry packets from multiple connections, and the packets for a single
communication may take different routes from source to destination.

13. Bolt, Beranek and Newman, an MIT spin-off founded in 1948, was an early
example of the new firms that played an important role in the Internet’s develop-
ment. The firm was started by MIT professors Bruce Bolt and Leo Beranek in
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partnership with a graduate student, Robert Newman. Populated as it was in its
early years by a mixture of recent graduates, professorial consultants, and other
technical employees with close links to MIT research, BBN is a good example of
the quasi-academic environment within which many Internet-related innovations
were developed (Wildes and Lindgren 1985).

14. ‘‘Transmission Control Protocol (TCP),’’ 1974.

15. The development of these important technical advances was motivated by
Berners-Lee and Caillau’s interest in facilitating the ability of physicists to archive
and search the large volumes of technical papers being transmitted over the Inter-
net as it then existed.

16. NCSA was an NSF-funded facility devoted to research on supercomputing
architecture and applications. By the early 1990s, networking technologies and
powerful desktop computers had reduced the need of academic researchers for
access to supercomputers. As a result, Andreesen and colleagues at the NCSA
focused on developing new technologies to support expanded use of com-
puter networking (Abbate 1999). Federally funded ‘‘excess capacity’’ in the re-
search computing infrastructure thus contributed to an important innovation in
networking.
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8
Learning the Hard Way: IBM and the

Sources of Innovation in Early Computing

Steven W. Usselman

Accepted wisdom in current scholarship holds that modern computing

is a product of massive public investment. Virtually all histories of com-

puting technology place significant emphasis on the role of government

funding in general and on that of military expenditures in particular. Pio-

neering analyses by Kenneth Flamm written some two decades ago docu-

mented the hefty investments made by government and the military in

early mainframe electronic computing through direct subsidies of re-

search and procurement of advanced data processing equipment.1 A

more recent study sponsored by the National Academy of Science traced

similar influences over the essential technologies that have given us the

current world of networked personal computers operating with graphic

user interfaces and linked by servers, routers, protocols, and other com-

ponents that constitute the World Wide Web.2 Important work by David

Mowery and his colleagues (including chapter 7 in this volume) summa-

rizes these perspectives while adding further examples of government in-

fluence in promoting software development and the flow of talent into

computing.3

This chapter offers a moderate adjustment to this important body of

work. My goal is not to dispute fundamentally the proposition that gov-

ernment has exerted a profound influence over computing. Rather, I

wish to suggest some ways in which private enterprise and private capital

have also figured in the story. In particular, I seek to comprehend how

one firm, IBM, contributed to the emergence and refinement of the stored

program electronic computer during the two decades from the close of

World War II until its production of System/360, a comprehensive line

of such machines whose basic architecture would dominate American
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and world markets for mainframe computing for another two decades or

more.

We can perhaps best understand the place of IBM in early computing

by considering the firm as a key element in a broad-based effort at learn-

ing that occurred across many fronts and included many participants.

This exercise in learning focused on two overarching objectives: (1) use

of electronic computing for advanced processing and display of data

and for control and (2) mastery of solid-state electronic components

of decreasing size and cost and increasing capability. Each line of devel-

opment mobilized an array of experts located in diverse institutions:

in university laboratories and computing facilities distributed across

multiple academic disciplines; in government agencies ranging from

civilian bureaucracies such as the Social Security Administration to de-

fense installations and laboratories; and in numerous corporate settings,

including data processing departments of most Fortune 500 companies

as well as research laboratories located at both large, established elec-

tronics firms such as AT&T and RCA and small start-ups such as Fair-

child and Texas Instruments.

IBM played an essential role as a critical intermediary in these

multinodal and multifaceted efforts at learning. Reaching across many

domains, IBM linked diverse researchers with one another and con-

nected them to a broad range of consumers. Perhaps most important,

the firm offered opportunities for participants in the emergent fields of

computing and solid-state electronics to consolidate lessons learned and

to meld them in a series of stable designs that would be produced in sig-

nificant volume. The interludes of stability made possible by these domi-

nant designs in turn facilitated further learning not only within IBM, but

also among suppliers of components and software.

In performing these functions, which it pursued, of course, for reasons

of self-interest rather than altruism, IBM effectively mobilized a great

deal of capital toward early computing and solid-state electronics. Some

of this capital, to be sure, came in the form of government defense con-

tracts granted to IBM and its customers. But much of it also came

through earnings derived from commercial exchanges in the private civil-

ian economy, which had a vast appetite for data processing and elec-

tronic communications, and from private investors seeking to capitalize
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on opportunities presented by that commercial demand. In reinvesting

its earnings and attracting such investment, IBM effectively leveraged

its established technical and business capabilities—and the profits and

goodwill they generated—to funnel massive investment toward the emer-

gent field of electronic digital computing.

In bridging the military and commercial realms, IBM managers natu-

rally hoped that developments would flow from the former to the latter.

Like many analysts to follow them, they looked for military contracts

to generate research and learning that would diffuse into products aimed

at the commercial market. Much to their frustration, however, the

flows were actually far more turbulent. Military projects frequently

drew IBM down highly specialized cul-de-sacs whose arcane lessons did

not transfer readily to the commercial line. As often as not, the real

learning flowed in the opposite direction, as IBM contributed assets and

capabilities it had developed in the commercial realm to defense projects.

The grand development effort that culminated in System/360, which

melded significant new capabilities in solid-state electronics with a com-

prehensive approach to the market for computing, emerged from a

complex brew of experience gained through both military and commer-

cial endeavors. In the end, it involved a massive mobilization of private

capital in support of a project aimed overwhelmingly at commercial

users.

Overview

Accounts stressing the importance of government and the military to

computer development at IBM typically emphasize two large projects

launched at the time of the Korean War. One was the Semi-Automatic

Ground Environment (SAGE) system, which deployed twenty-three pairs

of massive electronic computers operating in real time to monitor Amer-

ican airspace and deploy antiaircraft fire in response to potential Soviet

invasion. Growing out of Project Whirlwind, a computer development

project sponsored by the Air Force and coordinated by MIT scientist

Jay Forrester, SAGE offered IBM an opportunity to manufacture elec-

tronic circuits in high volume and to deploy and maintain machines

built from them and operating in highly demanding circumstances.4
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The second project was the IBM 701, an advanced programmable com-

puter of standard design intended primarily for use in engineering

calculations and other tasks performed by large defense laboratories

and military contractors. Its nickname during development—the Defense

Calculator—made clear its ties to the military market. During the early

1950s, IBM placed approximately twenty of these machines in the field.

No previous computer of such power had been produced in such

numbers.5

There is no disputing that IBM pursued these military projects in

hopes of gaining critical advantages over its competitors in the market

for commercial computing. Thomas Watson, Jr., who as executive vice

president had taken over responsibility for product development and

strategy from his CEO father, made this perfectly clear at the time and

in later recollections. ‘‘I knew if you got the SAGE contract,’’ he once

told an interviewer, ‘‘you got the computer business.’’6

In diverting his most talented people from ongoing projects aimed

at commercial markets, Watson looked to gain experience in electronic

component design and manufacture that would soon be transferred

into commercial products of more advanced capabilities. Watson closely

monitored efforts to build circuits for SAGE using automated equipment

for inserting electronic components into printed circuit boards and for

wiring and soldering the boards themselves. He toured IBM facilities

showing films of the equipment and urging his engineers to make use of

them in commercial projects.7 Watson expressed severe disappointment

that Forrester and his MIT colleagues decided against using solid-state

transistors, a technology he and others at IBM regularly referred to as

an ‘‘automation technique’’ because in their minds it promised above all

to drive down the cost of building electronic circuits.8 SAGE did, how-

ever, take advantage of another mass-produced solid-state component

when it used arrays of small magnetic doughnuts for its core memories.

The doughnuts were formed using pill-pressing equipment modified by

IBM mechanics and were wired with inserters also designed by those

skilled holdovers from the firm’s heyday as a manufacturer of electro-

mechanical machines. Such arrays remained the basic memory technol-

ogy of IBM computers through System/360, until the advent of silicon

chip memory in the early 1970s.9
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Watson also intended for the 701 to serve as a learning exercise that

would yield benefits for the commercial sector. IBM conducted a parallel

development project, the 702 Business Calculator, that would borrow

techniques developed for the Defense Calculator and apply them to a

machine targeted at large commercial customers such as insurance com-

panies and banks. When development costs for the 701 soared, effec-

tively doubling the promised monthly rental charge, Watson decided

against declaring the project a loss leader and absorbing the costs as the

price of learning. He wanted the development engineers and the sales

and maintenance force to operate within the constraints imposed by a

balance sheet showing true expenses and profits, as they would have to

do in the commercial sector. When all eighteen customers agreed to the

hefty price increase, Watson later recalled, ‘‘I knew we had the bull by

the horns.’’10

The record, then, seems quite clear. IBM not only benefited from pub-

lic investment in the form of military contracts; it consciously viewed

these defense projects as springboards to commercial dominance. The

fact that System/360 incorporated magnetic core memories and elec-

tronic circuits built using descendants of the assembly equipment devel-

oped for SAGE appears only to confirm the overriding influence of

government on early computing. Add in that System/360 also used sili-

con transistors, a technology whose development was supported in large

measure by military projects, and that influence looms still larger.11

In reality, however, the story is not quite so straightforward. Probing

more deeply into events at IBM, several complicating features come to

light. First, efforts to integrate electronics into advanced calculating

machines were underway at IBM even before the advent of stored pro-

gram computing during World War II. Second, in the years immediately

following the War, as its fortunes soared from returns on investment in

its traditional product line, IBM had embarked on several development

projects aimed at bringing electronic computing to the commercial sec-

tor; Watson’s play for military contracts at the start of the Korean con-

flict diverted vital resources and temporarily derailed those commercial

ventures. Third, IBM won the military contracts because it had estab-

lished capabilities in marketing, manufacturing, and maintenance that

government and the military recognized as lacking in other potential
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contractors. The defense programs thus served as a vehicle through

which essential knowledge and practices accumulated in the commercial

sector were transferred to the emergent field of electronic computing.

Fourth, techniques mastered for SAGE and the 701 did not move easily

into commercial operations, and efforts to force the transfer often proved

highly disruptive; much of the critical learning at IBM during the 1950s

actually occurred in the course of producing more modest machines for

the commercial market, which generated earnings that IBM invested in

subsequent developments in electronics. Fifth, when circuitry built from

solid-state components assembled by highly automated processes did

make their way into IBM commercial computers, demands of subsequent

military contracts threatened to draw circuit designers away from the

objectives of simplicity and low cost that were critical for success in the

commercial sector. In tying silicon technology to these more modest

objectives and mobilizing enormous amounts of financial resources to-

ward the effort, IBM helped push the emergent field in new directions

that would yield enormous benefits.

Laying a Foundation

Before examining these propositions in more detail, it will be useful to

become familiar with some critically important features of IBM’s busi-

ness practices during this period. Most of these were inherited from

methods instilled by the elder Thomas Watson, who took over the firm

in the early teens after a long apprenticeship at John Patterson’s National

Cash Register Company.12 IBM thrived under Watson by cultivating an

integrated organization aimed at providing specialized data processing

services to businesses and other large organizations. The strategy hinged

on IBM’s dominance in accounting machinery built from complex

assemblies of mechanical gears, chains, springs, and ratchets and a smat-

tering of relays and other electromechanical devices. The machines read

data stored on punched cards, performed any of a variety of calculations

on it, printed the results in various formats, and stored the results again

on cards. Customers leased the equipment from IBM on a monthly basis

and purchased cards from IBM, which until a consent decree in 1936

had exclusive rights to the card market. Field engineers and service rep-
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resentatives from IBM spent considerable time with customers, maintain-

ing the machines, devising new ways to manipulate and present data, and

installing new components and other refinements that made these novel-

ties possible.

These arrangements lent an enviable financial stability to IBM. As

observers such as historian Robert Sobel have noted, IBM had many

attributes of a bank or insurance company.13 While those institutions

converted the funds they raised into loans or term-life policies, IBM

turned its capital into leasing agreements. Equipment placed with cus-

tomers under these agreements constituted an installed base of capital

that generated revenue at fairly predictable levels. In 1946, for instance,

IBM valued its cumulative investment in land and buildings at $21 mil-

lion. Reserves for depreciation lowered this value by $10 million, leaving

a net cumulative investment in land and buildings of just $11 million.

IBM’s cumulative stock of rental machines and equipment, meanwhile,

was valued at nearly $136 million. Even with $71 million reserved for

depreciation, net cumulative investment in rental machines and equip-

ment stood at $65 million. Of IBM’s roughly $76 million in cumulative

net investment, then, more than 85 percent was in the form of rental

machines and equipment.14 Payments for goods and services associated

with those machines generated some $120 million in revenue for IBM in

1946. Net income after expenses stood at $31.3 million; after deducting

for taxes, IBM claimed profits of $18.8 million. At the time, IBM had

only $30 million in outstanding debt, even after taking out an additional

$13 million in loans from Prudential Insurance in 1946 alone.15

Of course, rental agreements were not quite identical to loans or insur-

ance policies. For one thing, their terms were generally much shorter.

IBM customers could cancel in a matter of months. More important,

the lease agreements were mediated by physical assets—the array of

data processors and input-output devices and storage media and printers

and displays that constituted any IBM installation. Like all other physi-

cal assets, the installed machines deteriorated over time, and they were

subject to competition from newer products offering enhanced features

and performance.

Several factors helped mitigate concerns about cancellations and obso-

lescence. The nature of the physical assets themselves went a long way to
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dampen such fears. Customers who stored much of their critical data

on punched cards and generated their routine billing statements in stan-

dard form from IBM printers and associated equipment had strong

incentives to stick with IBM systems. Those tempted to change course

met substantial resistance from IBM, which did everything in its power

to keep its installations exclusively proprietary and prevent customers

from incorporating competitive alternatives incrementally on a piecemeal

basis. Meanwhile, Watson took care to ensure that IBM engineers and

designers devised new models offering increased speeds and novel fea-

tures. Large customers such as Prudential provided test-beds in which

IBM technicians advanced the state of the art, while new users such as

those in the overseas markets Watson cultivated often made do with

older refurbished machines. Watson and his vaunted sales force built

the business by finding additional customers and convincing established

ones to manipulate and present data in new ways.16

This mode of doing business enabled IBM to pursue innovation in a

highly deliberate manner. The last thing IBM wanted was to introduce

change so rapidly as to render its installed base obsolete. The elder Wat-

son steered clear of the speculative investment in research that came to

characterize firms such as RCA, Du Pont, and Kodak. At IBM, the vast

majority of research and development expenditures occurred in the

course of particular product development efforts. Many of those efforts,

moreover, took the form of ongoing refinement and modification rather

than breakthrough new designs. IBM honed sophisticated routines for

linking field engineers at customer sites with designers and manufac-

turers working at its facilities in isolated Endicott, New York.

Responsibility for introducing entirely new machines or thoroughly

updated models of old ones fell to a group known variously as Future

Sales or Product Planning. Blending elements of sales, engineering, fi-

nance, and market forecasting, this group monitored ongoing innovation

occurring at customer sites and decided when to incorporate new func-

tions and capabilities into regular commercial products to be built in vol-

ume and leased at a standard price. Product planners set specifications

for price and performance and then turned to a crack team of mechani-

cal inventors in the design laboratory at Endicott. Often Watson set

teams in this design shop against one another in a race to come up with
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a suitable machine. The victorious team then turned the product over to

a group known as manufacturing engineering, which looked for ways to

build the designs economically in volume. A manager from Product Plan-

ning, generally reporting directly to Watson, supervised the entire pro-

cess. It was his job to get the product out the door and generating rental

income. The task was demanding, for IBM expected each major new

product development effort of this sort to pay for itself in five years.

Delays ate into the projected revenue stream and pushed back the day

when all associated costs would be written off and the installed machines

would pump pure profit into IBM.17

This style of innovation, which tied research and development to par-

ticular product programs that were expected to generate revenues suffi-

cient to cover all costs, persisted long into the 1950s as IBM attempted

first to introduce electronics into the world of data processing and then

to master the emerging world of solid-state components and circuitry.

Both Watsons were reluctant to spend money on centralized research

that was divorced from the sort of accountability provided by product

development programs aimed at commercial markets.18 Learning at IBM

throughout the early computer era was thus tightly joined with estab-

lished functions and routines operating across the firm and with the

expanding commercial market for data processing that IBM already

dominated. This strategy, largely the residue of inherited habit and finan-

cial conservatism, proved fortuitous. The sort of integrated learning and

technical compromise it fostered turned out to be highly suitable for the

emergent new field of electronic computing.

Venturing into Electronics

IBM’s migration from electromechanical calculating equipment to elec-

tronic data processing began during the late 1930s. For some time,

inventors in the design laboratory at Endicott had been incorporating

increasing numbers of relays and other electrical components into their

machines. Such components operated with greater speed and reliability

and lower power requirements than the strictly mechanical components

they replaced. Sensing that tube-based electronic components might offer

benefits along similar lines, designers tentatively explored the possibility
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of incorporating some of them as well. In the years prior to World War

II, IBM hired several college graduates with degrees in electronics to help

assist the mechanical designers in these efforts. Several of these newly

hired employees, including future director of engineering Ralph Palmer

and his assistant Byron Phelps, would go on to play prominent roles in

IBM’s computer design and development efforts throughout the 1950s.19

Palmer and Phelps had trouble persuading designers at Endicott of the

virtues of electronics. Accomplished in the mechanical realm of gears and

ratchets and accustomed to exercising great authority over their projects,

established designers generally stuck with what they knew. Such resis-

tance may ultimately have worked to IBM’s advantage, however, for it

left Palmer and Phelps free to experiment with calculators built almost

entirely from electronic components. By the eve of the war, they had

nearly completed a version of IBM’s standard multiplier that used

electronic circuits rather than mechanical counters to perform the

calculations.

This project still languished in the design laboratory when Palmer and

Phelps were drafted into the military and sent to work on wartime elec-

tronics projects. Meanwhile, demand for traditional IBM equipment

soared, as the Selective Service Administration and many government

procurement programs used punched cards for record keeping and

reporting.20 Revenue and net income for 1946 stood at two-and-a-half

times those of 1940. Net income after taxes had doubled over the course

of hostilities, and IBM had added a second design and manufacturing fa-

cility located at Poughkeepsie, New York.21 Palmer and Phelps took up

residence there after obtaining their releases from the service and quickly

resurrected their project. In 1946, IBM introduced it as the 603 Elec-

tronic Multiplier.22

This machine and a more general-purpose electronic calculator, the

604, made their way into the market in significant numbers during the

late 1940s and early 1950s. By September 1952, IBM had leased over

1,500 of the 604s and had placed another 250 in the field as part of an

arrangement known as the card-programmed calculator (CPC).23 With

this arrangement, users could instruct, or ‘‘program,’’ the calculator

to perform various sequences of calculations. A marketing team headed

by IBM engineer Cuthbert Hurd helped to build enthusiasm for this
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machine among aerospace firms and other customers with extensive

engineering and scientific applications. Hurd’s team fostered active ex-

changes among such users and IBM personnel, who effectively formed

a cooperative learning community dedicated to advanced electronic

calculation.24

These early experiences with electronics point to several complexities

that make it difficult to generalize about the learning process and the

relative contributions of government and business. Government certainly

influenced the course of events. Many early users of the CPC were engi-

neers and scientists who worked for companies such as Northrup

Aviation and other primary defense contractors. Hurd and his team cul-

tivated this niche; they stood apart from the established sales force that

marketed IBM equipment to the corporate world. Palmer and Phelps,

who returned from their wartime assignments flush with new ideas about

how to use electronic circuits to store and manipulate information, had

never truly melded their work into the established punched card opera-

tions, which continued to thrive without relying on electronics. (Buoyed

by the enormous demand for this equipment spurred by the war, the

elder Watson in 1947 authorized designers at Endicott to launch a new

round of product developments based on the old technology, including a

mammoth chain printer and new calculators based on a larger punched

card.25) One might even argue that the work on electronic calculators

was a luxury made possible by wartime profits and other legacies of the

military effort, since the facility at Poughkeepsie had been constructed

under military certificate of necessity in order to produce Norden bomb

sights.

Yet for all of this, it seems a stretch to conclude that the push toward

electronic calculation was merely the product of military endeavors.

Palmer and Phelps were hired to make contributions to the commercial

line. They intended their electronic multiplier for the established business

market, and they had nearly completed it when the war interrupted their

efforts. Most of the 604s produced at Poughkeepsie made their way into

precisely that market, where institutions used them to perform standard

accounting functions. Palmer developed the electronic machine, more-

over, in a setting infused with the established culture and routines of

IBM. Though frustrated by the resistance of older designers steeped in
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the mechanical technology, he thoroughly inculcated their concept of

pursuing innovation through specific machine development programs

aimed at a large commercial market. With the 603, as with nearly all of

his subsequent efforts in electronic calculation, Palmer did not look

to learn through laboratory experiment or by building machines that

pressed against the frontiers of calculation. Rather, he sought merely to

introduce electronics into established domains and trusted that the result-

ing products would yield enhanced performance that would open new

possibilities and new markets.26

In going after certain of those markets, as Hurd did with the CPC,

IBM did find it necessary to cultivate some distinctive practices suitable

for the emergent field of scientific calculation. But Hurd and his team

also drew heavily on established procedures in areas such as field engi-

neering, manufacturing, publicity, and customer service. The team modi-

fied established functions; it did not devise new ones out of whole cloth.

Product engineering teams at rival firms such as Engineering Research

Associates and Eckert-Mauchly foundered in trying to reach these same

markets in large part because they lacked comparable institutional

support.27

All the while, moreover, key figures in top management embraced

Palmer’s original vision. They pushed for the new electronic machines

to permeate the established commercial market. The most important fig-

ure championing this cause was the younger Thomas Watson. Returning

to IBM in 1946 after a long stint as an army pilot, Tom Watson quickly

established himself as the heir apparent to his father. Soon he began

exerting a strong influence over areas such as product strategy, especially

that involving electronics. From the moment he saw Palmer demonstrate

the 603, the younger Watson later recalled, he was convinced that elec-

tronics held the future for IBM.28 His actions over the next decade and a

half testified to the depths of this conviction. Watson looked whenever

possible to get electronics into IBM products, and when the world of

electronics was transformed by the rise of new techniques of solid-state

components and printed circuitry, he pressed hard to get those new tech-

niques incorporated into IBM products as well.

The younger Watson’s enthusiasm for electronics was motivated

to considerable degree by conspicuous developments occurring outside

328 Steven W. Usselman



www.manaraa.com

IBM. World War II had fostered some dramatic developments in highly

sophisticated equipment capable of cranking through the sorts of routine

calculations desired by scientists and engineers. IBM itself had con-

tributed significantly to such a project located at Harvard. The most

dramatic accomplishments, however, were those of the University of

Pennsylvania professors J. Prespert Eckert and William Mauchly. Their

Electronic Numerical Integrator and Calculator (ENIAC), developed in

an effort to generate firing tables for new guns being tested at the Aber-

deen Proving Ground, used arrays of vacuum tube circuits to perform

routine calculations at unprecedented speeds.29

Although the public attention ladled on Eckert and Mauchly irritated

the Watsons, neither father nor son paid the inventors much heed until

they announced plans in 1947 to launch a new company and market a

modified version of ENIAC for use by insurance companies and other

commercial enterprises that processed large amounts of financial data.

Their list of prospective customers included some of IBM’s most lucra-

tive accounts. Even then, IBM showed little concern until two years later,

when the Watsons got word that at least one major client, Prudential

Insurance, had entered an agreement with Eckert and Mauchly to use

an electronic calculator that substituted tape or other magnetic media

for punched cards. This move by a leading customer who also served as

IBM’s sole lender signaled the willingness among vital commercial cus-

tomers to abandon established storage media and liberate themselves

from IBM.30

The news regarding Prudential galvanized the younger Watson. Quick

reviews of all IBM product development programs convinced him

the trouble lay with the old mechanical engineering culture of Endi-

cott. Inventors there had concentrated on building a new generation of

punched card equipment while allowing IBM’s own work on magnetic

tape and drums to languish. Watson transferred the work on a tape-

based calculator to Poughkeepsie and would have moved the drum-

based project there as well if not for the intervention of his new director

of engineering, Wallace McDowell, who had spent his entire career at

Endicott. Meanwhile, Watson told IBM’s sales force, assembled in Endi-

cott for its annual meeting, that within a decade, all IBM products would

be based entirely on electronic components.31 He also quietly explored
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the possibility of acquiring Eckert and Mauchly, though he quickly

dropped the idea because of antitrust considerations.32 Watson could

only look on in frustration as the computer pioneers instead cut a deal

with Remington-Rand, itself a recent merger that had combined one of

IBM’s major competitors in the commercial data processing industry

with a firm that was highly regarded in scientific and engineering

circles.33

Detouring toward Defense

These events in the half-decade following World War II left a curious

legacy at IBM. In retrospect, we can see that the firm had in fact laid

much of the groundwork for its later success in electronic computing.

With the 603, the 604, and the CPC, it had transformed the prewar

experiments with electronics into viable commercial products. These pro-

grams melded established business routines with the new technology of

electronics. IBM also had launched a series of product development

efforts tied to the new magnetic storage technologies, which would be

crucial for input-output devices and for use as short-term memory. Dur-

ing the 1950s, the tape and drum machines that came under scrutiny

in 1949 would emerge as the cornerstones of IBM’s commercial comput-

ing products. Another venture underway in a small facility in San Jose,

California, would yield machines based on random-access disc storage

devices that could substitute for the large tubs of punched cards used to

store data.

Yet at the time, Tom Watson was convinced IBM had fallen behind.

Accustomed to seeing innovation occur at the top of the product line,

with new machines designed for large business customers such as Pru-

dential, he failed to appreciate that electronics might spread instead

from more modest technical successes aimed at a broader range of

customers. The high glamour associated with work on one-of-a-kind

large-scale computers, which the press celebrated as ‘‘electronic brains,’’

reinforced his thinking. Both Watsons were embarrassed that IBM had

lost the initiative in this high-profile realm to small groups affiliated with

universities and research laboratories. Meanwhile, the continuing success

of IBM’s traditional accounting equipment saddled the firm with anti-
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trust concerns that limited its ability to counter the upstarts through

merger and acquisition. To make matters worse, new placements of

punched card equipment had slowed, prompting the elder Watson to

fret about IBM’s lingering debt and mounting costs. In meetings with

plant managers, Watson even raised the possibility of layoffs.34

It is in this context that we can comprehend Tom Watson’s decision in

1950 to turn work on electronics away from ongoing commercial devel-

opment projects and toward new possibilities opened by the Korean War

and by growing concerns about the Soviet nuclear threat. In short order,

Watson secured the SAGE contract and a series of commitments for the

Defense Calculator, as well as other large contracts to build a sophisti-

cated computer for work on naval ordnance and to pursue work on

navigational computers for bombers.35 These defense contracts would,

Watson believed, fund investment in new facilities and force the transi-

tion to electronics at the high end. From there, they would trickle down

into all IBM products. All of this would occur in the context of specific

product development programs, so that IBM would not need to depart

significantly from its established traditions and build an extensive inde-

pendent research effort. This was especially true in the case of the De-

fense Calculator, where the military effectively created a market for a

computer of advanced design.36

On the surface, the strategy appears to have worked. The 701 gave

IBM the largest installed base of sophisticated computers of standard de-

sign. Updated versions introduced later in the decade, known as the 704

and 705, reached still more customers in the scientific and commercial

realms, respectively. The new machines incorporated a critical new elec-

tronic component, ferrite core memories, that IBM had developed in

collaboration with engineers at MIT working on SAGE.37 The SAGE

project would also bequeath to IBM a highly automated manufacturing

facility for assembling electronic circuits. Machines inserted components

into laminated printed circuit boards containing sophisticated wiring

patterns that had been laid down using new techniques of photolitho-

graphy. Built between 1954 and 1956 at Kingston, several miles up

the Hudson River Valley from Poughkeepsie, this facility also contained

equipment that automatically wrapped the wires of the components and

soldered them together by dipping the exposed ends in a bath of solder
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and chemically removing the excess. Virtually all of the techniques

brought together at Kingston had been developed by small firms funded

by the air force and other branches of the military.38 In the closing years

of the decade, circuits in similar form would make their way into most

IBM commercial products. Most would be assembled using modified

versions of the equipment at Kingston.

Looking more closely at the actual course of events at IBM during this

period, however, we see a picture far more complex, and a legacy of

Watson’s military-led strategy far more ambiguous. The balance sheets

for the early 1950s hint at some of the difficulties. Indebtedness, for in-

stance, spiked sharply upward with the turn toward military projects.

IBM had ratcheted up its debt with Prudential from $30 million to $85

million during the years immediately following World War II, as the

company rapidly expanded its installed base of punched card machines.

Debt then held steady while IBM built its base further through retained

earnings, which mounted from $42 million to $102 million during the

four years from 1947 through 1950. With the onset of the military proj-

ects, debt leaped upward during the early 1950s, increasing by $50 mil-

lion in 1951 alone and by another $115 million over the course of the

next three years. Retained earnings, meanwhile, remained flat (though

IBM did build its net current assets by an impressive $63 million during

this period).39 The situation prompted Watson to write a somber note to

executive vice president Albert Williams in September 1954 telling him

to hold debt steady and pace expansion accordingly.40

Along with the increased indebtedness came a significant shift in in-

vestment. During the immediate postwar years, IBM had funneled most

of its capital into rental machines and equipment. Net investment in

these areas, after deducting for reserves, jumped from $65 million at the

beginning of 1947 to $164 million at the close of 1950.41 Investments in

land and buildings, meanwhile, grew by just $7.5 million. At the close of

1950, net investment in such resources stood at just $18.5 million. Four

years later, after doubling the size of its facilities at Poughkeepsie to ac-

commodate work on the navigational computer, breaking ground on the

SAGE manufacturing facility at Kingston, and constructing a new lab and

plant near Endicott for work on bomb sights, net investment in land and

buildings had reached $52.1 million. Facilities now accounted for 14
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percent of total net investments, compared to just 10 percent before the

defense buildup.42

The lion’s share of investment during the early 1950s still went toward

rental machines and equipment, whose net value again doubled over the

course of four years, reaching $325 million by the end of 1954. But this

investment did not yet flow toward a new generation of digital electronic

computers. The only primarily electronic product to reach significant

production volumes during these years was the 604 calculator, which

remained the bread-and-butter product of Poughkeepsie. Together with

the traditional punched card equipment, it accounted for in excess of 95

percent of the revenue generated from accounting equipment and data

processing machines.43 The 701 defense calculator and its companion

702 were not announced until the spring of 1953 and did not reach cus-

tomers until late 1954 and early 1955. With total volumes in the teens,

at the time of announcement they accounted for just 100 of the 6,000

employees at Poughkeepsie and occupied just 20,000 square feet of the

factory floor.44 Work on electronics did occupy a new 179,000 square

foot laboratory completed at Poughkeepsie in 1954, and with monthly

rental prices ranging from $12,000 to $18,000, the 700 series machines

that did reach the field represented a substantial investment.45 But most

of that investment occurred after 1954. The same was true of the 650,

the new drum-based computer built at Endicott. Finally announced in

July 1953 with an average monthly lease price of $3,500, it did not reach

the field until December 1954.46

In the short run, at least, the play for defense contracts thus left IBM in

a significantly weakened position. The promised move into electronic

computing remained unfulfilled. Gathering to assess the situation in the

spring of 1955, management drew into question the entire effort to re-

spond to Univac. Even with a rental price of $30,000 per month, the

705 could never generate substantial revenue, because few customers

were ready to make such a revolutionary break in their data processing

routines. IBM ‘‘could easily be caught in a trap trying to win the ‘horse-

power’ race.’’ Its ‘‘major emphasis should be placed on lower priced

equipment . . . designed to allow thousands of companies to get into elec-

tronic data processing on a bread-and-butter basis.’’ Yet IBM appeared

vulnerable in that niche, with competitors such as NCR poised to move
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‘‘very rapidly.’’47 Despite IBM’s hefty investments and healthy increases

in gross sales, after-tax income actually slipped below 1950 levels for

two years running and barely surpassed them in 1953. In its annual re-

port for that year, IBM management felt compelled to defend its divi-

dend practices, under which it paid out just a third of its profits in cash

while offering the rest as shares. It explained that share dividends helped

preserve funds for investment. IBM’s annual statements during these

years also featured an entry for development and engineering expenses,

which the firm listed as totaling $53.4 million for the years 1951 through

1954, more than three times the level of the previous four years.

Achieving Commercial Success

Such assurances soon appeared justified, as IBM’s financial picture

brightened considerably during the mid-1950s. By 1958, annual gross

sales had climbed to nearly $1.2 billion, more than two-and-a-half times

the level of 1954.48 Net income after taxes grew even more impressively,

by a factor of 2.7, to more than $126 million annually. Such growth en-

abled IBM to satisfy stockholders with substantially larger dividend pay-

ments (and increased share values) while diverting a larger percentage of

its income into retained earnings and investment. Of the $340 million in

net income after taxes earned from 1955 through 1958, IBM paid out

less than $93 million in cash dividends, or just 27 percent. During the

previous four years, cash dividends had absorbed nearly 38 percent of

posttax net income. Share dividends, which had covered the remaining

62 percent during the 1951–1954 period, claimed only 35 percent dur-

ing the 1955–1958 period. IBM thus built its retained earnings by $129

million to more than $221 million. Its stock of net current assets soared

as well, to nearly $400 million, quadruple the level of four years earlier.49

While this performance certainly provides impressive testimony to

IBM’s success in bringing electronic computing to the commercial mar-

ket, it does not necessarily confirm Watson’s adage about the importance

of securing defense contracts. A great deal of the earnings retained dur-

ing the mid-1950s came from products not associated with the defense

projects, and much of the investment they made possible went toward

building the installed base of those products. Prominent among these
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were the 650 drum computer and the 305 RAMAC (Random Access

Memory Accounting Calculator). By November 1955, when not a single

704 or 705 had yet left the plant at Poughkeepsie, IBM had installed 123

of the 650s.50 Within another year, production had surpassed 500 units,

and the 650 was well on its way to becoming the workhorse computer of

many universities and businesses. Nearly 2,000 would eventually enter

the market.51 The 305 RAMAC, announced in 1955, got off to a slower

start and achieved only 20 percent of its anticipated production run of

5,000 units.52 This was still an impressive number in its day, however,

and meanwhile the disk storage systems associated with RAMAC be-

came a valuable peripheral device when used in conjunction with a 650

or another electronic computer.

The success of such products set IBM scrambling to expand capacity.

By the end of 1958, net investment in land and buildings exceeded $146

million, an increase of more than $94 million in just four years. Some 22

percent of IBM’s net investment was then in the form of land and build-

ings. Some of this investment went toward the plant at Kingston and

another at Owego, New York, intended to build navigational computers

for bombers, but IBM also added some 2 million square feet of labora-

tory and plant space to support initiatives such as RAMAC, the 650,

and other segments of its product line aimed at users in the middle and

lower range of performance.53 A report issued in late 1955, when IBM

authorized the Owego facility and created the separate Military Products

Division, indicated that of the 33,000 IBM employees projected to be

located at plants and laboratories in upstate New York when the facili-

ties at Owego and Kingston came on line, just 25 percent would be

assigned to military contracts.54 Recently constructed plants in Califor-

nia, Kentucky, and Minnesota focused entirely on commercial products.

As in previous years, net investment in rental machines and equipment

grew less rapidly on a percentage basis but absorbed greater absolute

sums of capital. At the close of 1958, this figure stood at $528 million,

an increase of $213 million over four years. The amount might have

grown more dramatically if not for two important changes in business

practices. Under the terms of a 1956 consent decree, IBM began selling

machines as well as leasing them.55 At about this same time, it switched

from straight-line depreciation of installed equipment to a years-digits
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method, effectively accelerating depreciation rates.56 In conjunction with

these changes, IBM significantly increased the funds it reserved for depre-

ciation. In 1954, the company had maintained a reserve of $233 million

against its installed stock of $549 million in rental machines and equip-

ment, a ratio of 42.6 percent. At the end of 1958, the reserve ratio stood

at 52.7 percent ($589 million against $1,117 million). These figures

reflected a shift in IBM’s business model toward more rapid turnover of

more expensive machines.

The combined burdens of expanding its facilities, installing costly new

machines in the field, and bolstering its reserves drastically exceeded what

even IBM’s impressive retained earnings could cover. Despite his earlier

vow to hold the line on debt, Watson turned once more to Prudential,

increasing the credit line another $175 million over four years. At the

close of 1958, IBM’s long-term debt stood at $425 million. Even this

failed to cover the massive expenditures of 1957, when net investment

in rental machines jumped by $150 million, or 38 percent, and that in

facilities grew by $50 million, or a staggering 63 percent in a single year.

For the first time since 1925, IBM issued a new public offering. The

slightly more than 1 million new shares tendered to existing stockhold-

ers, a 10 percent increase in total shares outstanding, pumped $226 mil-

lion in new capital into IBM.57

The burst of 1957 proved something of a watershed for IBM. For

several subsequent years, large write-offs of obsolete rental machines sig-

nificantly offset new expenditures, leaving the pace of additional net in-

vestment flat or in retreat. As the dust settled, Watson and other top

managers struggled to assess where the whirlwind had left them. Reluc-

tantly, Watson came to accept a cold reality: Endicott had carried the

day. As he explained to a large gathering of management personnel in

1959, products designed and built at Endicott and its satellite facilities

accounted for some 70 or 80 percent of IBM revenues. The more glam-

orous activities at Poughkeepsie and vicinity contributed less than 30

percent, while absorbing over 70 percent of funds invested in product de-

velopment efforts.58

Although an outside observer might have taken this as a sign of suc-

cess in transferring knowledge from the military side to the commercial,

Watson and his management team interpreted it far differently. In fact,

336 Steven W. Usselman



www.manaraa.com

as Watson confessed to the assembled crowd, the situation left them feel-

ing ‘‘scared.’’ Watson and his colleagues understood that considerable

knowledge had in fact flowed in precisely the opposite direction. Work-

horses such as the 650 drum computer and the disk files, with their mo-

bile electronic ‘‘heads’’ floating just above the surfaces of rapidly rotating

magnetic surfaces, were essentially mechanical marvels. Skilled manufac-

turing personnel steeped in the mechanical culture of Endicott, working

in collaboration with programmers and materials scientists, had played a

large role in making them a reality. All the while, these technicians con-

tinued producing updated versions of the associated peripheral equip-

ment, such as card punches and readers and printers, which remained

essential parts of any data processing installation even after the rise of

electronic central processors and memory units.

Nothing demonstrated the persistent importance of Endicott more viv-

idly to Watson than his ongoing struggles to transfer circuit manufactur-

ing techniques from the SAGE project to the commercial line. As is often

the case with military projects, SAGE funneled resources toward novel

techniques of arcane design. The project called for huge volumes of cir-

cuits built in identical format. Computers aimed at the various segments

of the commercial market required a much more diverse array of circuits.

This was especially true in the early decades of computing, when the

high cost of memory severely limited the ability of programmers to tailor

computers to perform different functions. In order to make use of the

automated production techniques developed at Kingston, IBM engineers

had to modify the equipment so that it could be programmed to build

circuits of many different variations. Even then, the techniques met with

strong resistance from computer designers, especially those working

on high-end machines that emphasized high performance along narrow

lines rather than low cost and enhanced flexibility. Watson had to issue

a blanket order in late 1957 compelling all designers to use circuits

built in the standard format.59 Within months, designers engaged in a

military-funded project known as STRETCH had abandoned the basic

form and produced a circuit design that defied automated production.60

The critical modifications in circuit assembly technology emerged not

from Kingston or Poughkeepsie, the home of military-funded projects,

but from a small group at Endicott known as manufacturing engineering
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research. Its roots went back to the old electromechanical days when

products moved from laboratory prototype to factory floor through a

team of experts who looked for ways to manufacture the new model as

economically as possible. Under the influence of Palmer, the manufactur-

ing engineering force had squirreled away some funds from its work on

specific product development programs in order to support research into

techniques that might prove beneficial across the product line. Ed Gar-

vey, a mechanical engineer who had helped design equipment to build

circuits for the 604 and the 701, headed the group. Garvey added a co-

hort of more highly educated employees familiar with chemical process

manufacture and with programming techniques that might be used to

build greater flexibility into automated assembly equipment.61 Palmer

convinced Watson to embrace Garvey’s approach to circuit manufacture,

rather than some alternatives being explored at Poughkeepsie, because

he believed people steeped in the manufacturing culture of Endicott were

far more likely to bear down and make the critical compromises neces-

sary to transform prototypes into reality.62 Several years later, Garvey

would ride to prominence once more when IBM summoned him from

Endicott to help instill order and discipline over the new silicon chip

manufacturing facility it had opened near Poughkeepsie in conjunction

with System/360.63

Incorporating Solid State

The critical decision to integrate backward and invest in solid-state de-

sign and production capabilities flowed directly from the management

meeting of 1959. On that occasion, Watson announced a thorough re-

organization designed to right the balance and funnel development funds

more directly toward the modest commercial area. Plans for System/360,

which had coalesced by late 1961, essentially manifested that aim.64

In a broader sense, however, the move into solid state capped a decade

of frustration for Watson and other managers, as their visions of defense

projects providing a conduit for electronics innovations repeatedly ran

afoul. The 702 computer, a commercial machine developed in compan-

ion with the 701, languished at Poughkeepsie as engineers focused on

meeting the pressing deadlines of the defense machine. The successor
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705, at last pushed out the door in January 1956, eventually gained a

significant foothold in the commercial market, but its designers balked

at incorporating the techniques Watson had identified as critical to

the future success of IBM. They shunned printed circuits and agreed

to use ferrite core memories developed in conjunction with SAGE

only after Watson installed a product ‘‘czar’’ who dictated the change

from above.65 Most frustrating of all, engineers at Poughkeepsie and

Kingston failed to use the latest sensation in solid-state electronics: the

transistor. On one memorably humbling occasion, an exasperated Wat-

son assembled his principal design engineers around a conference table

and bombarded them with circuit boards removed from transistorized

radios. Why could IBM engineers not make use of such techniques, Wat-

son demanded to know, in machines that rented for thousands of dollars

per month?66 In a calmer moment Watson secured the services of Mervin

Kelly, the research director at Bell Labs who had supervised work on

transistors, and asked him to conduct a thorough examination of IBM’s

research and development efforts.67

The person who bore the brunt of such outbursts and scrutiny was

Ralph Palmer, who had taken responsibility for all research and develop-

ment efforts connected with electronics. Palmer had not in fact neglected

printed circuitry or the transistor and other solid-state components.

Within the constraints imposed by IBM’s established procedures, which

funded little research outside specific product development programs, he

had managed to pursue both printed circuitry and the transistor. A small

group at Poughkeepsie had obtained point-contact transistors from Bell

Labs in 1948, within months of their invention. In characteristic fashion,

Palmer urged the group in 1951 and 1952 to build an experimental

version of the 604 calculator using the new devices. When Bell Labs

announced the alloy-junction transistor in 1953, Palmer quickly shifted

these efforts toward this device, which promised greater stability. In

1954 he coupled the work on transistors with that taking place in a small

facility known as the printed circuits laboratory. Created by Palmer in

1950, it had for several years explored the possibility of building a small

accounting machine from printed circuits.68

Palmer’s hope of mastering transistorized circuitry by modifying

an existing product foundered during the early and mid-1950s under
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conflicting forces within IBM. His initial experiments suffered during

the early 1950s as military contracts drained away talent and energy.

Designers responsible for high-end machines such as SAGE rejected tran-

sistors as too temperamental and risky. Product planners responsible for

new commercial machines at IBM were similarly reluctant to hinge the

success of their development programs on unproven technology. Why

saddle your project with such risks, they asked, and then have others

capitalize on the learning you had supported? Product planners also

strongly resisted any efforts to direct money away from their self-

contained development projects.69

Meanwhile, Kelly and others told Watson that he needed to foster a

centralized research function capable of generating components that

designers could pull down off-the-shelf and incorporate into new designs.

Trying to develop both the hardware and the logical design of new com-

puters simultaneously was hopelessly difficult, Kelly insisted, and would

eventually lead to disaster. Firms such as RCA and GE, which built their

own advanced components, would take over the computer business.

Influenced by this advice and by current fashions within corporate Amer-

ica, Watson in late 1955 launched a central research venture, headed

temporarily by Palmer until a suitable administrator from outside could

be found. A year later, the Ph.D. physicist Emmanuel Piore arrived from

the Naval Research Laboratories to relieve Palmer.70

In Palmer’s view, neither product planning nor Mervin Kelly had the

right idea. Product planners remained overly concerned with the needs

of the most sophisticated customers and with making sure that machines

placed with those customers would cover the cost of development. Their

approach did not give designers significant latitude to embrace new

departures in basic components. Centralized research of the sort advo-

cated by Kelly and Piore, on the other hand, was too remote from

commercial endeavors. Contrary to the advice of Kelly, Palmer believed

in coupling component work closely to machine design. When Piore

arrived, he branded the work Palmer had supported at the laboratory as

development rather than research. Piore took the new laboratory at

Yorktown Heights off in dramatic new directions tied much more closely

to the physical sciences.71
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Palmer’s preferred solution to this impasse was to consolidate product

development efforts in a comprehensive, modular line that would be built

from circuits of standard design.72 This was the vision that would even-

tually take hold at IBM between 1959 and 1961 under the leadership of

product planning czar T. Vincent Learson and would culminate in early

1964 with the announcement of System/360. Failing in that objective in

the mid-1950s, Palmer instead embraced the standard circuit format

developed by Garvey, which he hoped possessed sufficient flexibility

to satisfy designers in the separate development programs. Nor would

designers flinch at incurring the cost of acquiring the new circuits. With

purchased components projected to account for 80 percent of total costs,

IBM could launch the standard circuit program with little capital invest-

ment. Garvey received $1.4 million at the time of announcement in No-

vember 1957, and budgets for subsequent years called for expenditures

of approximately $1 million annually.73

For the transistors that would be included in those circuits, IBM

entered into a pioneering joint venture with Texas Instruments, which

along with Fairchild Semiconductor had recently made some pioneering

breakthroughs with transistors made from silicon.74 Most groups work-

ing on transistors, including those within IBM, had focused on germa-

nium devices. Germanium was cheaper to obtain in pure form than

silicon. Recent developments, however, suggested that the oxidizing

qualities of silicon opened the possibility of creating a glass seal on its

surface that protected the temperamental material and made it easier to

manipulate during manufacture. For engineers and scientists at TI and

Fairchild, such ‘‘glass passivation’’ opened opportunities to produce

transistors (and, ultimately, entire circuits) by treating the surfaces of sil-

icon. For engineers and scientists at IBM who had been struggling to as-

semble transistors using automated equipment, the surface phenomenon

presented an immediate opportunity to do away with the cumbersome

cans and hermetic seals used to enclose existing transistors.75

The contract IBM and TI entered into in December 1957 reflected

these two orientations toward solid-state components. TI had assembled

significant knowledge of the physics and chemistry of semiconductors and

had developed sophisticated methods for manipulating those materials.
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IBM had little to offer on that front. The agreement called for complete

sharing of patents and knowledge of germanium devices, but guarded

exchanges regarding silicon technology more closely, in part by expressly

banning IBM from selling silicon devices on the open market. IBM

could, however, provide two things. On the technical side, the computer

maker gave TI use of the automated production technology it had devel-

oped in an effort to drive down the cost of assembling transistors and

transistorized circuits. TI, which up to this time had aimed its products

at small niches, including many provided by the military, had not yet cul-

tivated production expertise of this sort. IBM thus once again found the

legacy of the mechanical roots it had cultivated in pursuit of its business

customers paying dividends in the world of electronics.76

A still larger benefit from that inheritance involved the business end of

the agreement. Above all else, IBM enticed TI by offering the upstart ac-

cess to its large, established market in commercial data processing equip-

ment. IBM agreed to purchase 600,000 transistors from TI in 1959 and

to buy all of its requirements in excess of 2 million from the Texas sup-

plier during the subsequent two years.77 IBM agreed not to acquire sili-

con devices from any alternative suppliers and to limit use of its own

in-house silicon products to its own data processing equipment. The ar-

rangement was projected to build TI’s existing annual production of 100

million transistors by approximately 20 percent. By guaranteeing TI this

highly profitable revenue stream, IBM effectively leveraged its investment

in the commercial sector to gain critical skills in silicon technology.

The partnership formally lasted just over two years, until IBM decided

to develop its own capabilities in silicon device manufacture.78 Watson

made this choice reluctantly. He much preferred to leave the risks and

expense of mastering the complex domain of solid-state technology to

others. In creating the new components division, Watson authorized

expenditures of $7.2 million in 1961 and another $30 million in January

1962, and costs would continue to soar after that.79 He was also reluc-

tant to make individual product development managers dependent on a

single internal source of supply, especially a captive one that could not

sell its products on the open market and be held accountable to market-

based measures of performance.80 But Mervin Kelly and influential
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advisers within IBM, including long-time corporate treasurer and confi-

dant Albert Williams, convinced Watson that with continuing technical

development in solid-state, component manufacture and circuit packag-

ing would merge into a single field. Without integrating backward,

Williams told Watson, IBM might ‘‘lose its game to TI.’’81 Watson then

agreed to couple the new consolidated product line, which had already

committed to using a new generation of circuit packaging developed by

Garvey and his group, with a parallel effort to manufacture its own sili-

con transistors in a new facility near Poughkeepsie.82

Massing the Resources

This series of decisions in 1961 effectively committed IBM to an enor-

mous, consolidated exercise in learning that would encompass virtually

all of its worldwide operations and resources. IBM proposed to displace

its entire existing product line, including the vast installed base, with new

machines built from new technology.83 By the time the initiative had run

its course, not only had IBM regained its 70 percent share of the rapidly

expanding market for computing, it had also emerged as by far the

largest manufacturer of semiconductors in the world.84 Looking back on

the crucial decisions a few years later, when the success of the venture

remained somewhat in doubt, a reporter dubbed it the $5 Billion Gam-

ble. The figure did not reflect a careful assessment of dollars expended on

research and product development. Rather, the reporter simply reasoned

that in replacing its entire product line with System/360, IBM had

gambled its entire net worth.85

The notion is exaggerated. IBM possessed assets that would have sur-

vived even if System/360 had failed, and the firm had laid plans for other

products that did not draw on the same single source even before some

of the new machines had reached the market. Still, IBM did with System/

360 trade on much of its assembled assets—most important, its installed

commercial base and its esteemed reputation in business and financial

circles—and staked them on a single innovative venture of unprece-

dented scale and scope. By exploiting its assets in this comprehensive

fashion and concentrating them on a single exercise in learning aimed at
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developing one common approach to circuit technology, the firm pushed

solid-state electronic computing to new levels of performance while also

substantially driving down its cost.86

The job of orchestrating the financing for this transition fell largely to

Williams, the corporate finance officer who had insisted IBM could not

avoid the strategic move into component manufacture. In a gesture in-

tended to give Williams greater weight on Wall Street, Watson promoted

him to the IBM presidency in early 1961.87 By then, Williams and IBM

had begun hoarding cash. While revenue and earnings grew at about 17

percent annually for several years after 1959, from that year through

1963, new investment lagged write-offs and depreciation by some $348

million. Nearly half the deficit came during 1963 alone, even as the firm

began to acquire expensive new production equipment for silicon tran-

sistors and circuitry. To help support those activities, IBM trimmed its

expenditures on product development and engineering in traditional

areas. Within data systems, outlays in these categories fell from 24.4 per-

cent of division revenue in 1959 to 13.6 percent in 1963.88

One cause of this austerity was the rapidly diminishing activity under

military contracts. With the SAGE contract cancelled and other defense

programs running out their course, IBM revenue from government

contracts fell to $144 million in 1963. This constituted just 7 percent of

IBM’s total revenues, compared to the 77 percent generated by data

processing. Four years earlier, federal contracts had accounted for more

than 17 percent of total revenue, while data processing claimed a 65 per-

cent share.89 The plant at Kingston, once the apple of Watson’s eye, now

hung like an albatross around his neck. Executive conferences during the

early 1960s dwelled at length on the difficulties of absorbing the plant

and its workforce of several thousand into IBM’s commercial operations,

which ‘‘don’t need it or want it.’’90 When Learson inquired in mid-1961

whether remaining work under government contracts might help under-

write development of the new circuit technology, the accounting staff

rebuffed him unequivocally.91

During this period of retrenchment, IBM funded its very modest addi-

tions to its net stock of capital entirely through retained earnings. It took

on no additional debt and after 1959 curtailed its practice of issuing

share dividends, claiming that it could not afford to absorb the costs
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while the stock value remained so high.92 Though IBM did boost its cash

dividends back up toward the 33 percent range, these still fell well below

customary levels for a Fortune 25 firm. The new dividend policy left sub-

stantial amounts of cash in IBM’s accounts. Of the $852 million in net

income earned after taxes during 1959–1962, IBM paid out just $238

million in cash and $121 million in shares. Not surprisingly, its net cur-

rent assets grew dramatically. IBM began to acquire large sums of U.S.

treasury bonds and notes. By the end of 1963, its balance sheet listed

nearly $1 billion in such assets.

While IBM hunkered down within the United States during the late

1950s and early 1960s, it did pump nearly $200 million of investment

funds into its international subsidiary, IBM World Trade (WT), whose

business was growing at a pace resembling that achieved by IBM’s do-

mestic operations during the mid-1950s. By 1963, WT gross sales totaled

slightly more than 38 percent of those generated by domestic operations.

Five years earlier, foreign sales had reached just 21 percent of domestic

levels.93 By the close of 1963, foreign net investment had reached $612

million, compared to $973 million for domestic operations. With more

than 38 percent of IBM’s worldwide net capital investment located over-

seas, up from less than one-quarter five years before, foreign operations

stood prepared to participate as full partners in the implementation of

System/360.

As that initiative went into full swing in 1964, IBM’s financial pen-

dulum swung dramatically with it. Net investment within the United

States during the four years from 1964 through 1967 grew more than

140 percent, reaching over $2.3 billion. Foreign net investment nearly

doubled during the same period, to just under $1.2 billion. All told,

IBM increased its global net investment by more than $1.9 billion dur-

ing these four years. Much of this came during 1966 and 1967, when

IBM placed large numbers of System/360 installations with customers.

During those two years, the net stock of capital held in the form of

rental machines jumped by $1 billion worldwide. The net stock of in-

stalled rental machines in 1967, valued at $2.6 billion, was roughly

two and a half times as large as in 1963. The value of plant, buildings,

and equipment increased on the order of 50 percent during the same

period.94

Learning the Hard Way 345



www.manaraa.com

Funds for this massive investment came primarily from retained

earnings and cash reserves, not borrowing. Though IBM dramatically

restructured its debt during this period and shifted much of it overseas,

in the end these maneuvers left the firm with worldwide debt in 1967 of

$521 million, a slight reduction from the 1963 level of $550 million.

IBM avoided taking on more debt in part because increasing numbers

of consumers now purchased their computers or leased them from a

third party that had bought from IBM. Buoyed by such sales, worldwide

posttax income surged impressively even before the new System/360

machines reached the field. Over the course of the four years from 1964

to 1967, IBM cleared more than $2 billion in posttax profit. The firm

paid out $850 million, or about 40 percent, in cash dividends. A share

dividend in 1967, the first since 1959, eventually claimed another $525

million. Even setting aside sufficient funds to cover the share dividend,

IBM retained $710 million in earnings over the four years.

While rapidly investing this new income, IBM for a time also spent

down its cash reserves. Net current assets fell steeply during the first

two years of the period and did not climb back to their 1963 levels until

the close of 1967. Earlier that year, cash reserves went so low that IBM

found it necessary to take out a short-term bridge loan for $200 mil-

lion.95 IBM further stretched its resources during the early years of

the buildup by taking small write-offs for obsolete equipment and rental

machines and declaring relatively modest depreciation expenses. In 1965

and 1966, its ratio of depreciation reserves to net stock of rental equip-

ment dropped to 48 percent, down considerably from the 55 percent ra-

tio that typically prevailed before System/360.96 For a brief period, IBM

even tried selling equipment and licenses connected with its automated

circuit manufacturing technology.97

For all its cleverness in manipulating such cash flows, IBM in the end

could not finance such a monumental expansion without turning once

more to the capital markets. In 1966, it made its first public stock offer-

ing since early 1957. The sale of more than a million and a half shares

generated some $371 million in new capital. In addition to this public

offering, IBM brought increasing numbers of employees under its stock

option plan. In 1967, a year prior to a two-for-one split in the stock, in
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excess of 300,000 shares were sold under the plan. In the throes of its

transition to solid state, IBM thus began to tap a financial instrument

that would later come to characterize a new generation of computing

firms centered in Silicon Valley.98

Conclusion

The story of System/360 belongs most assuredly to an earlier era, at the

height of what some have called the American Century. In that context,

it has assumed a deservedly prominent spot in the annals of modern

corporate enterprise.99 By any account, the venture entailed enormous fi-

nancial risks and generated impressive returns. It sparked feverish imita-

tion at the time, among both private domestic competitors and nations

that worried about American dominance of a vital industry.100

For all that, it must be acknowledged that IBM and System/360

never lacked for critics. Even as its new machines took hold, many

viewed the company as a technical dinosaur that impeded more vision-

ary approaches to computing.101 The criticisms permeated IBM’s own

ranks. A new generation of managers, left to dig out from the messes

caused by numerous delays and mistakes that accompanied the project,

vowed ‘‘never again’’ to the idea of committing the firm to such a single

comprehensive endeavor.102 Meanwhile, Watson and some influential

figures among the engineering corps ridiculed System/360 for tying the

company to an archaic approach that did not take full advantage of sili-

con technology.103 As it plotted to catch up, IBM found itself having

to pay license fees to start-up firms such as TI and Fairchild.104 Another

small upstart, Control Data Corporation (CDC), quickly captured the

high-end market for computing by using new integrated circuits obtained

from the silicon pioneers. IBM’s clumsy attempts to counter CDC soon

landed it on the short end of a private antitrust settlement, and by 1967,

its conduct had sparked what would become a monumental confron-

tation with the U.S. Department of Justice.105 In tying its efforts in

solid-state circuitry so closely to a single product, IBM may also have

imparted an enduring conservatism to its own work on solid state. The

firm soon found it difficult to seize new opportunities such as the MOS
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transistor, a technology exploited much more successfully by Fairchild

and its successor, Intel.106

Yet it is also true that System/360 introduced a useful measure of sta-

bility into computing at a time when the industry might have suffocated

under a staggering array of independent approaches.107 The resulting

uniformity set clear targets for competitors such as Digital Equipment

Corporation, which soon made significant inroads in major segments of

the market.108 System/360 also established a vast market for computer

products developed by more specialized firms, such as software and

service providers and optional equipment manufacturers. Bolstered by

strong antitrust interventions aimed at curbing IBM, such firms had

emerged as a powerful force on the computing scene by the late

1960s.109 Even the chip maker Intel, the famed entrepreneurial start-up,

achieved its first major commercial success by building solid-state memo-

ries for the successors to System/360. The learning associated with

System/360 thus extended far beyond the confines of IBM itself.

Whatever the ultimate impact of System/360, the convoluted path that

brought it into existence clearly suggests that far more was involved in

the establishment of solid-state electronic digital computing than the lin-

ear transfer of military-sponsored research to commercial products. The

extended exercise in learning that culminated in a new prevailing plat-

form for computing occurred across many fronts, and the lessons did

not flow in a single direction. Certainly IBM benefited from the activities

of government, especially its procurement of advanced calculating equip-

ment and its more broad-based efforts in training and research among a

large community of suppliers in electronics. Yet government could also

exert a distorting influence, one that drew IBM away from opportunities

in the commercial market that might well have blossomed without signif-

icant contribution from the public sector. Seldom did lessons learned in a

military context transfer readily to the commercial sector. Often the most

important learning took place when skills and routines developed for the

commercial sector were brought to bear on the undertaking. The critical

transition to solid state occurred only when IBM marshaled both its mar-

ket power and the acquired expertise of its entire organization toward a

single objective. Getting the computer business, as it turned out, was not

quite as simple as getting the SAGE contract.
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9
Trading Knowledge: An Exploration of

Patent Protection and Other Determinants of

Market Transactions in Technology and

R&D

Ashish Arora, Marco Ceccagnoli, and Wesley M. Cohen

This chapter examines the impact of the strength of patent rights on the

growth of technology transactions. Such trade can yield important social

welfare benefits. Some of these are familiar to any analysis of the benefits

of trade, and attend upon a market-enabled division of labor, which, in

the case of technology markets, can emerge across the range of activities

comprising invention and its commercialization. These benefits are of

several types. First, division of labor may promote specialization and, in

turn, the efficiencies from both scale and learning emphasized by Adam

Smith. Second, a division of labor can spawn the superior resource allo-

cation that underpins the Ricardian notion of comparative advantage

(Arora and Gambardella 1994).1

Markets for technology have other benefits that are manifest in dy-

namic settings. A firm unable or unwilling to commercialize inventions

need not leave them on the shelf. Instead, it can derive value by licensing

them to others. In a world where commercialization is costly and slow,

licensing can also lead to a more rapid diffusion and exploitation of tech-

nology.2 More generally, when the socially optimal pace of exploitation

exceeds the innovator’s ability, a market for technology can bridge the

gap between social and private efficiency.3

To realize these various benefits, markets for technology must over-

come a number of challenges. These may be distinguished on the basis

of whether a new technology for sale is already in hand or has yet to be

created—that is, whether the transaction precedes or follows the creation

of the technology in question. For innovations that are in hand—those

already generated though not yet commercialized—Arrow (1962) and

Nelson (1959) highlight market failures that can undercut their sale—
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what we call ex post technology contracting. Most notably, and assum-

ing an opportunistic buyer, it is difficult to realize the full value of an

innovation without fully disclosing it and thereby quashing the deal. Or-

ganization scholars have also highlighted characteristics of knowledge

that can also overwhelm such transactions, including the tacit or sticky

quality of some knowledge that can impede its transfer across different

organizational settings (von Hippel 1990, 1994; Winter 1987; Arora

and Gambardella 1994; Kogut and Zander 1992, 1993).

When a firm has a defined need for a new technology but the R&D

has yet to be undertaken, there are additional impediments to the pur-

chase of the requisite R&D services—what we call ex ante technology

contracting. Uncertainty and information asymmetry between buyers

and technology suppliers make the writing of enforceable, complete con-

tracts difficult. Moreover, transaction costs emerge because, to imple-

ment an ex ante technology contract, buyers place themselves at risk for

either disclosure of proprietary information to rivals via the prospective

suppliers or paying monopolistic prices for the new technology. As

Mowery (1983) suggests, to effectively contract for the purchase of non-

routine R&D services, a prospective buyer will often need to convey to

the seller detailed information regarding its needs and capabilities, which

can in turn confer a bargaining advantage on the seller. To the extent that

such knowledge raises switching costs, it makes the buyer vulnerable to

hold-up, and thus discourages the incentive to contract for R&D services

to begin with. Perhaps even more daunting, the activities of innovation

and its subsequent commercialization are often intertwined, requiring

ongoing mutual adjustment between the two (cf. Kline and Rosenberg

1986). This ongoing process of mutual adjustment not only impedes the

ability to write complete contracts, but also often requires that the two

activities proceed in close proximity with tight and frequent communica-

tion links between them, a circumstance perhaps best achieved by inte-

gration of the activities within the same firm rather than by market

exchange.

As Lamoreaux and Sokoloff (1999) suggest, late in the nineteenth cen-

tury, there was an extensive trade in patent rights, reflecting the promi-

nent role of independent inventors. As the scale and complexity of the

industrial enterprise grew, so did the costs of R&D, along with the
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advantages of integrating R&D with other functions within the firm

(Mowery and Rosenberg 1998). Reflecting a diminished status of the in-

dependent inventor, the volume of trade in technology also declined.

Although the dominant mode of organizing innovation in the twen-

tieth century has been the corporate R&D lab that produces and devel-

ops inventions for in-house exploitation, available evidence suggests that

there has been a rapid growth in a variety of arrangements for the

exchange of technologies or technological services over the past two de-

cades. These include R&D joint ventures, licensing agreements, and con-

tract R&D (Anand and Khanna 2000). Estimates for the 1980s suggest

that such relationships account for as much as 10 to 15 percent of total

civilian R&D in Organization for Economic Cooperation and Develop-

ment member countries (Arora, Fosfuri, and Gambardella 2001). Yet

other estimates of international royalty flows (including royalties for

nontechnology-based intellectual property) show a sharp increase in the

1990s (Athreye and Cantwell 2005). Thus, the available evidence points

to a renewal of market exchange of technology.

Over the past two decades, patenting, especially in the United States,

has also grown rapidly, due in part to the increasing importance of

patent-intensive sectors such as pharmaceuticals. However, part of the

increase in growth is due to increases in patent propensity in sectors

such as semiconductors and electronics (Hicks et al. 2001, Kim and

Marschke 2004), in which patents have not traditionally been seen as

very important, partly reflecting a rise of firms specializing in chip design

(Ziedonis 2003). This rise was arguably facilitated by changes in the le-

gal environment; notably, in 1982, the Court of Appeals for the Federal

Circuit was established to make patent law more uniform, which indi-

rectly strengthened it.

The growing incidence of technology trade and the growth in patent-

ing are plausibly related. This chapter focuses on whether variations in

patent protection can explain variations in the extent of ex ante and ex

post technology contracting that comprise trade in new technology.

As with all other markets, a number of supporting institutions that fa-

cilitate effective dissemination of information, standardization, and con-

tracting are vital to the rise and functioning of markets for technology.4

And patents are one such institution, one that should in principle rectify
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the key market failure afflicting ex post technology contracting high-

lighted by Arrow and Nelson.5 Indeed, following Coase, economists

have argued that defining property rights in innovation should make

them easier to exchange. In addition to offering protection from misap-

propriation, patents, by virtue of disclosing the key technical details of

any patented invention, also serve an additional informational role criti-

cal to the functioning of any market (Lamoreaux and Sokoloff 1999,

2002).

Patents, however, vary across industries and firms in the degree to

which they provide protection from misappropriation (Scherer et al.

1959; Mansfield 1986; Levin et al. 1987; Cohen, Nelson, and Walsh

2000). They can often be invented around, and themselves disclose the

technical details that abet such activity. They can also often be success-

fully infringed without substantial penalty (Walsh, Cohen, and Arora

2003) in numerous settings. Arora (1996) suggests that stronger patents

can reduce transaction costs in technology licensing contracts. Also, inso-

far as stronger patents also enhance the bargaining power of the technol-

ogy holder, this encourages firms to offer technologies for licensing or

technological capability for hire (Gans, Hsu, and Stern 2002; Arora and

Fosfuri 2003). Thus, unused technologies find more willing buyers, and

innovators incapable of exploiting their innovations (or unwilling to do

so) can appropriate the rents from their innovation by licensing or selling

their innovation to others. In many instances, start-up firms in industries

such as biotechnology, semiconductors, instruments, and chemicals have

used their intellectual property as a means of obtaining financing and

corporate partners, both of which are critical for the successful commer-

cialization of new knowledge.

Systematic, direct empirical support for the proposition that stronger

patents encourage more extensive ex post technology contracting, how-

ever plausible, is limited. Using a sample of MIT inventions, Gans, Hsu,

and Stern (2002) find that the presence of patents increases the likelihood

that an inventor will license to an incumbent rather than enter the prod-

uct market by commercializing the invention. Anand and Khanna (2000)

find that in the chemicals sector, where patents are believed to be more

effective, there are more technology deals, and a larger fraction of these

are arm’s length, involving exclusive licenses. Also, relative to other sec-
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tors, a larger fraction concerns future technologies rather than existing

technologies. In contrast, Cassiman and Veugelers (2002) do not find

that more effective patents encourage Belgian firms to enter into collabo-

rative R&D arrangements.

Evidence from cross-national data is more mixed. Some studies find

a positive association between patents and licensing. Yang and Maskus

(2005) report a strong, positive relationship between improved intellec-

tual property right regimes and licensing by U.S. multinational corpora-

tions. Analyzing data on international technology licensing contracts of

Japanese firms, Nagaoka (2002) finds that weak patent regimes are asso-

ciated with an increase in the fraction of transfers to an affiliate (such as

a subsidiary) rather than to an unaffiliated firm. Smith (2001) finds that

U.S. firms are more likely to export or directly manufacture rather than

license technology in countries with weak patent regimes. A study using

French data on the export of technology services finds that such exports

are greater for countries with more effective patent protection, albeit only

for higher-income countries (Bascavusoglu and Zuniga 2002).

Other studies cast doubts on the link between patent protection and

the extent or form of international technology licensing. Fink (2005)

finds a very weak relationship using German data. Puttitanum (2003)

reports a higher response of direct investment than licensing to changes

in the level of IPR protection. Similarly, Fosfuri (2004) does not find

that patent protection significantly affects the extent or composition of

technology flow (as joint venture, direct investment, or licensing) in the

chemical sector. The mixed nature of the findings is reflected in a recent

study by Branstetter, Fisman, and Foley (2004). Using detailed data on

the technology royalty payments received by U.S. firms and controlling

for country, industry, and firm fixed effects, they find that stronger pa-

tent protection does not increase the transfer of technology by U.S. mul-

tinationals to unaffiliated parties. However, it does increase the flow of

technology to affiliates.

Using a rich data set comprising survey responses from R&D labs in

the U.S. manufacturing sector, we explore how technology transactions

are conditioned by the effectiveness of patent protection. In this chapter,

we specifically consider the influence of firm capabilities on the impact of

patent strength on such transactions. Indeed, we suggest that the mixed
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findings on the impact of patent strength on technology transactions, es-

pecially observed in the international studies, may reflect an inattention to

the important conditioning role of firm capabilities. Our approach distin-

guishes between the purchase and sale of technology as well as whether

the transaction occurs before (ex ante) or after (ex post) the R&D has

been completed. To enrich our analysis of the role of patents, we also

consider other appropriation strategies employed by firms, notably se-

crecy, and control for other firm-specific and technology- and industry-

specific factors (e.g., intensity of competition, closeness to science).

Framework

To structure our consideration of the impact of patents on technology

transactions, we distinguish between ex ante technology transactions

(e.g., contract R&D) and ex post technology transactions (e.g., licens-

ing), and distinguish across parties to the transactions according to

whether they are buying or selling. This framework is reflected in table

9.1.

Our data, discussed in more detail below, allow us (within limits) to

distinguish transactions between technology sales and purchases. The

distinction between ex ante and ex post contracting is important because

the impediments to each differ. For example, ex post technology con-

tracting is more likely to be enabled by patents. However, patent rights

for prospective inventions that are not yet in hand are likely to be un-

certain, and thus likely to be less important for contracting. Moreover,

ex ante contracts for prospective technologies are difficult to write and

are likely to be highly incomplete. To the degree that such arrangements

involve collaborative R&D or exchange of information, both parties

have to contend with the possible leakage of proprietary knowledge to

Table 9.1

Ex ante Ex post

Buying Contracting for R&D
services

Licensing innovations and
know-how from others

Selling Selling R&D services Licensing innovations and
know-how to others
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the other party, and then to others, suggesting that the key to such con-

tracts may be the effectiveness of whatever secrecy strictures that may be

put into place.6 Concerns about know-how and other types of propri-

etary but nonpatented knowledge leakages are not absent in the transfer

for existing technologies, but arguably are less salient.

Model

To structure our empirical analysis of the impact of patent protection

on technology transactions, we propose a simple qualitative model that

begins with the firm’s decision to engage in a technology transaction.

We do not observe individual transactions or the decision to seek patent

protection for a specific technology, but only the propensity of firm to

engage in technology transactions. In principle, both the propensity to

patent and the propensity to engage in technology transactions are

choices firms make, potentially conditioned by the efficacy of patent pro-

tection. In this chapter, we focus on the propensity to engage in technol-

ogy transactions.

Consider a firm with an R&D project. Then consider the decision on

whether the project should be conducted in-house or outsourced to a

third party (ex ante technology purchase decision). Two sets of factors

affect the decision. The first set of factors we call differences in compara-

tive advantage or gains from trade—roughly, which party is more effi-

cient at doing the R&D. The second set of factors we call transaction

costs. Transaction costs in turn can be decomposed into contracting

costs and transfer costs. It is easier to write contracts for existing technol-

ogies that are at least partly protected by patents than for unpatented

prospective technologies, implying that contracting costs would be

higher for ex ante transactions than for ex post. Contracting costs may

also include the cost of locating a suitable partner, and search costs and

associated uncertainties are also lower when technologies are in hand.

Although patents do not apply to ex ante transactions where technolo-

gies are not in hand, they can make contracting more viable for ex post

contracting. To the degree that a technology is at least partly patented,

any associated contract is easier to write because at least some of the de-

tails of the technology are described, and, more important, the rights of
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the patent holder are established. Moreover, patent protection can en-

courage sellers to disclose the details of their technologies, diminishing

buyers’search costs.

Gains from Trade

We can expect the determinants of gains from trade to differ between ex

post and ex ante technology trading. In the case of ex post technology

contracting, technology or knowledge that is general purpose, in the

sense of finding application in a variety of uses, is more likely to be sold,

particularly if its uses are nonrival. The more general purpose the tech-

nology, the less likely it is that the technology holder has the ability to

exploit all uses (Bresnahan and Trajtenberg 1995). Similar logic suggests

that gains from trade will be greater when the technology is held by a

small firm, facing larger potential buyers, which can apply the technol-

ogy to larger and possibly more diverse markets, realizing greater cost-

spreading advantages.

Firm size, however, can affect the gains from ex post trade in multiple,

and possibly offsetting, ways. Larger firms are likely to possess down-

stream complementary assets for commercializing innovations and thus

are more likely to license technology. But precisely because they can de-

rive more value from an innovation, larger firms are more likely to invest

in the R&D itself—notwithstanding the integration of the R&D function

with manufacturing, marketing, and other functions, thus obviating the

need to acquire external technology (Nelson 1959, Cohen and Klepper

1996).7 When there are, however, advantages to integrating R&D with

other downstream functions because information from downstream ac-

tivities can inform the R&D process itself, unbundling the R&D activity

from the downstream capabilities diminishes R&D performance, there-

by obviating the advantages of a market-mediated division of labor.

We would also expect considerably less ex ante technology contracting

where the bundling of R&D with other capabilities is essential. This

discussion implies that larger firms, which possess capabilities necessary

for either more effective R&D performance or for realizing the value of

innovation, are less likely to want to sell their technology to others. And

where firms are less willing to sell technology generally, we would expect

patents to play little role in facilitating such transactions.8
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Transaction Costs

Perhaps the most important source of transactions costs in contract

R&D, as highlighted by Mowery and Rosenberg (1998), are the switch-

ing costs that can grow over time as the R&D supplier progressively

acquires more knowledge specific to the buyer in the course of a long-

term relationship, making the buyer vulnerable to supplier opportunism

in the face of incomplete contracting. For the purpose of this chapter, we

will assume the potential for this source of transaction costs is uniform

for a given technology. We also suggest this source of transaction costs

is more likely to apply to ex ante transactions, where the prospect for

the creation of switching costs is greater. To the extent, however, that

licensing relationships are bundled with the acquisition of unpatented

knowhow, such switching costs could also apply to long-term ex post

technology transactions as well.

From a buyer’s perspective, two other factors may affect the costs

of technology transactions. First, absorptive capacity is essential to the

effective utilization of extramural knowledge, including that which is

bought (Cohen and Levinthal 1989). Second, the likelihood of leakage

of proprietary information is an important source of transaction costs.

The question here is whether buying external knowledge will cause exist-

ing proprietary knowledge to leak out to the seller, and perhaps to others.

To the extent that we are dealing with ex post technology contracting,

leakage is of less concern to the degree that such knowledge is patented

and patents are effective. For ex ante technology contracting, however,

patents are less relevant because we are talking about research that is

not yet completed. Thus, for ex ante contracting, to the extent that leak-

age can be impeded—that is, where measures to enforce secrecy can be

effectively applied—firms are less vulnerable to misappropriation. Simi-

larly, leakage may be less damaging to the extent that lead time confers

an effective appropriability advantage on the buyer. Also, the cost of any

such leakage would be greater, the more intense the technological rivalry

the buyer faces.9

The seller faces two related sources of transaction costs. First are the

costs of transferring the knowledge. This is likely to be smaller the more

articulable is the knowledge. Typically, a stronger grounding in academic
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science makes knowledge more articulable and less tacit (Winter 1987;

Arora and Gambardella 1994; Kogut and Zander 1992, 1993). But the

seller also faces the possibility of unintended leakage of information. As

with the discussion for the buyer, the costs of such leakages will depend

on the effectiveness of secrecy for ex ante technology contracting and

patents for ex post contracting. Effective patent protection can also pro-

tect a seller against the opportunistic behavior by the buyer, but as sug-

gested above, patent protection should matter more for ex post sales.

Unintended spillovers are more likely in ex ante transactions than in

ex post, and their consequences may be perceived as more severe. R&D

contracts will typically require richer interactions between the buyer and

seller than will ex post contracts. Thus, one implication of the frame-

work developed thus far is that variables such as the effectiveness of

secrecy, which condition only the impact of information spillovers with-

out affecting the gains from trade, should have a bigger impact on ex

ante trades than ex post.

Interaction between Intellectual Property Rights and Complementary

Assets

As noted, intellectual property protection, specifically, patent protection,

can lower the transaction costs for technology transactions. Patents may

also influence the gains from trade and, more important, do so in ways

that depend on the size and complementary capabilities of the firms.

This is because patent protection also conditions payoffs from alterna-

tives to licensing: more effective patent protection increases the payoff

to commercialization, but this effect is more important for firms that

possess commercialization—manufacturing and marketing—capabilities.

In other words, patent protection and commercialization capability are

strategic complements (cf. Milgrom and Roberts 1990). As patent pro-

tection becomes more effective, the opportunity cost of licensing rises

for all firms, but it rises less sharply for a firm lacking strong commer-

cialization assets than for a firm capable of effectively commercializing

the innovation. As a consequence, the decision to sell technology for a

large firm possessing the capabilities required for commercialization is

less sensitive to patent protection than a small firm.10
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The key insight from this discussion is that for the sale of technology,

increases in patent strength ought to matter more (in terms of licensing

behavior) for small firms and firms lacking complementary assets. For

technology purchase, the arguments are, however, less clear-cut. For ex

ante purchases of technology, patents could be filed by either party to

the transaction depending on the terms of the contract. If filed by the

buyer (instead of the R&D performer), the effectiveness of patents, as

perceived by the buyer, may also increase the payoff from externally

sourced technology. Applying the same argument that we applied to ex

post technology transactions, that payoff would, however, depend on

whether the buyer possessed the complementary capabilities essential to

commercialization. Note that now stronger patent protection should

provide greater value to purchasers if they also possess complementary

capabilities.

Similar reasoning would apply to the decision to sell a technology on

an ex ante basis; effective patent protection would increase the payoff,

but with complementary capabilities, the net benefit from such a sale

would be less and, furthermore, the greater the complementarity between

R&D and complementary assets, the less patent effectiveness would mat-

ter. However, it is more likely that ex ante purchases or sales of technol-

ogy rely heavily on contractual protection and secrecy, in which event,

patent strength would have little to do with the decision to engage in an

ex ante transaction to begin with.

In the empirical analysis, we try to get at how the impact of patent

protection is conditioned or mediated by complementary capabilities by

interacting our measure of patent effectiveness with various measures of

complementary capabilities. A key empirical problem with ex ante trans-

actions is that either party may own the patent. In other words, the R&D

performer may own the patent but agree to provide (ex ante) a license to

the purchaser, or more likely, the buyer may file for patent protection it-

self. Since we do not observe which party files for the patent, it implies

that we potentially have significant measurement error in our measure

of patent effectiveness for the ex ante transactions. The consequence is,

of course, that the estimated coefficient would be biased toward zero, at

least in ordinary least squares.
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Data

The data used come from the Carnegie Mellon Survey (CMS) on indus-

trial R&D (Cohen, Nelson, and Walsh 2000). The population sampled is

that of all R&D labs located in the United States conducting R&D in

manufacturing industries as part of a manufacturing firm. The sample

was randomly drawn from the eligible labs listed in the Directory of

American Research and Technology (1995) or belonging to firms listed

in Standard and Poor’s Compustat, stratified by three-digit SIC industry.

R&D lab managers were asked to answer questions with reference to the

‘‘focus industry’’, defined as the principal industry for which the unit was

conducting its R&D. Valid responses were received from 1,478 R&D

units, with a response rate of 54 percent. The data refer to the period

1991–1993. After trimming for outliers and dropping observations with

missing data for the variables of interest, we obtain a final sample that

ranges from 695 to 755 observations.11 Table 9.2 provides descriptive

statistics for the variables used in the analysis. Also, although we use the

term firm for the unit of analysis, the unit of analysis is the business unit

within the parent firm operating in the focus industry of the responding

R&D lab.

Dependent Variables: Measures of Technology Transactions

Ex Post Technology Sales

The CMS asks respondents to state the percentage of their R&D projects

over the last three years that were undertaken with the objective of earn-

ing licensing revenues. (Projects could have multiple objectives.) There

were five response categories: 0–10 percent, 10–40 percent, 41–60 per-

cent, 61–90 percent, and over 90 percent. We used the midpoints of each

response category and treat this as a cardinal variable. (In unreported

results, we also estimated an ordered logit specification, which treats the

responses as ordinal. The qualitative results are very similar.) Note that

this measure may include some contract R&D (ex ante technology sales),

if, for example, the firm is doing contract R&D with the provision that if

successful, it may earn further licensing revenue.
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Ex Ante Technology Sales

The CMS asks the percentage of the R&D effort that is performed on

contract for another firm. The other options were company financed and

government contract, and the categories were mutually exclusive and

exhaustive.

Ex Ante Technology Purchases

The CMS asks the percentage of the respondent’s R&D budget spent on

R&D contracts with other firms, institutions, or individuals.

This measure of ex ante technology purchase is subject to a number

of limitations. First, we do not measure technology acquisitions by firms

without R&D labs, since our sample consists only of R&D performers.

Table 9.2
Descriptive statistics*

N Mean
Standard
deviation Minimum Maximum

% R&D conducted for
licensing revenue (ex post
sales)

755 0.06 0.14 0 0.95

% of R&D performed
under contract for another
firm (ex ante sales)

751 0.05 0.13 0 0.97

% of R&D budget allo-
cated to R&D performed
by other firms (ex ante
purchase)

707 0.09 0.16 0 1

Secrecy Effectiveness 755 0.53 0.29 0.05 0.95

Patent Effectiveness 755 0.34 0.28 0.05 0.95

Complementary Assets 755 0.62 0.48 0 1

Importance of Science 755 3.28 0.74 1 4

Ph.D. Intensity 741 0.16 0.16 0 0.86

Business Unit Employees
(Log)

755 6.71 2.05 2.30 13.01

Number of Technological
Rivals

755 4.07 4.98 0 32

Global 755 0.78 0.41 0 1

Foreign 755 0.10 0.30 0 1

Public 755 0.65 0.48 0 1

*See text for units.
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Moreover, we measure only technology acquisitions made by the R&D

lab itself and are thus missing any ex ante technology purchases made

elsewhere by the firm.

Ex Post Technology Purchases

Our data unfortunately provided no satisfactory measure of ex post tech-

nology purchases (in-licensing). Consequently, we cannot analyze ex post

technology purchases.

Extent of Transactions

Before moving to a discussion of the determinants of technology transac-

tions, it is useful to discuss the extent of such transactions. Table 9.3

shows that the weighted average percentage of R&D conducted for the

purpose of licensing (where the weight is total R&D spending of the re-

spondent) is 9.3 percent. The weighted average percentage of R&D ser-

vices sold to other firms is about 3 percent.

The weighted average percentage of firms’ R&D that is purchased from

other firms is about 9.9 percent. Insofar as our sample overrepresents

large manufacturing firms with formal R&D labs, it is likely that R&D

services sold to other firms are underestimated. Also, insofar as R&D

labs are not the only locus for purchase of R&D services, an underesti-

mation also results. Subject to these caveats, the sample averages suggest

that the transactions in technology and R&D in the United States

amount to about 10 to 13 percent of R&D. This is in line with other esti-

Table 9.3
Technology and R&D trade: Averages, weighted by R&D spending

N Mean Median
Standard
error

% R&D conducted for licensing
revenue (ex post sale)

755 9.3 5.00 1.00

% of R&D performed under
contract for another firm
(ex ante sale)

751 2.9 0.00 0.37

% of R&D budget allocated to
R&D performed by other firms
(ex ante purchase)

707 9.9 5.00 0.50
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mates, which range from 12 to 17 percent (Arora, Fosfuri, and Gambar-

della 2001).

Note also that our estimate of the extent of R&D services sold, 3 per-

cent is substantially smaller than that for purchase, 10.5 percent. Some

of this difference may be accounted for by the characteristics of our sam-

ple. As noted, our sample consists of R&D labs from U.S. manufacturing

firms. This implies that we are likely missing a substantial fraction of firms

that may be solely in the business of producing research and invention

for sale. Thus, we are likely to underestimate the percentage of technol-

ogy and R&D sales.12 At the same time, however, we may be under-

estimating R&D services purchased because our sample does not include

firms that may be buying technology or R&D services but not conduct-

ing R&D themselves. Further, we measure only purchases of the R&D

unit; purchases of technology (or R&D services) by other parts of the

firm are not captured by our measures.13

We should also note that our sample, which focuses largely on

firms that manufacture, may be better suited to understand how R&D

laboratories attached to manufacturing firms (as opposed to research

boutiques) participate in the market for technology and how their behav-

ior is conditioned by patent protection and the need to bundle marketing

and manufacturing with research.

As table 9.4 shows, respondents in our sample do not necessarily spe-

cialize as buyers or sellers. Rather, if they participate in the ex ante mar-

ket for technology, they tend to participate on both sides of the market.

In particular, firms that perform R&D on contract for others are also

likely to contract out to others. In general, this would be consistent with

some firms having lower transaction costs than others and thus being

more willing to participate in such transactions.

Table 9.4
Correlations among types of technology transactions

Ex post sale Ex ante sale Ex ante purchase

Ex post sale 1.00 0.09 0.13

Ex ante sale 0.09 1.00 0.37

Ex ante purchase 0.13 0.37 1.00
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There is, of course, considerable interindustry variation in the degree

to which firms participate in technology markets, either ex ante or ex

post, as shown in table 9A.1 in the appendix. As one might expect, tech-

nology transactions are highest in the biopharmaceutical sector. In our

empirical specification, we control for industry fixed effects at a more

disaggregated level, using eighteen industry dummies.

Explanatory Variables and Controls

Effectiveness of Patent Protection: Patent

The literature does not always distinguish between whether patent rights

exist and are well defined and whether patents are in some sense effec-

tive. From a Coasian perspective, all that is required is that prop-

erty rights exist, are enforced, and are well defined (Lamoreaux and

Sokoloff 1999). However, patents do in fact vary in the effectiveness of

the protection they confer across technologies, industries and firms

(Levin et al. 1987; Cohen, Nelson, and Walsh 2000). Given our conjec-

ture that stronger patents (see Arora 1996; Gans, Hsu, and Stern 2002;

Arora and Merges 2004) can more effectively overcome the various

contracting and opportunism problems attendant upon technology con-

tracts, especially ex post sales, we employ a measure of patent effective-

ness as an explanatory variable. The CMS asks respondents to indicate

the percentage of their product and process innovations innovations for

which patent protection had been effective in protecting their firm’s com-

petitive advantage from those innovations during the prior three years.

There were five mutually exclusive response categories: (1) less than 10

percent, (2) 10 through 40 percent, (3) 41 through 60 percent, (4) 61

through 90 percent, and (5) greater than 90 percent.14 We used a

weighted average of the product and process scores (using midpoints),

with the percentage of R&D effort devoted to product and process inno-

vations as weights, to construct patent effectiveness.

Patent effectiveness may be interpreted in several ways (e.g., Cohen,

Nelson, and Walsh 2000). For instance, patents that force rivals to enter

into negotiations, or block a rival, may not provide useful protection

against opportunism in technology licensing contracts. In a corollary

exercise to inform our interpretation of what our patent effectiveness
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score reflects, we estimated an ordered probit model to analyze the rela-

tionship between firms’ reasons to patent and the respondents’ patent

effectiveness scores. We find that the magnitude of the coefficient for con-

ventional motives for patenting such as licensing somewhat exceed those

for less conventional reasons, such as using patents to induce rivals to

participate in cross-licensing negotiations or for building patent fences

(i.e., patenting substitutes) around some core innovation, but the latter

reasons for patenting are still significantly related to patent effectiveness.

Thus, our measure of effectiveness is likely too broad. This ‘‘measure-

ment error’’ may bias the coefficient estimates toward zero.

The other issue with our patent effectiveness measure is that it may be

endogenous. For instance, it may be driven by factors, such as the extent

to which knowledge is articulable, that also lower costs of technology

transfer. Alternatively, firms may decide to enforce their patents more

aggressively, thus making them more effective, in order to license their

technologies. In either event, the coefficient estimates may be biased.

Arora, Ceccagnoli, and Cohen 2004, investigating the impact of patents

on R&D, and Arora and Ceccagnoli 2005, investigating the impact

of patents on ex post licensing, find that using the industry average of

patent effectiveness for the primary industry of respondent’s parent firm

as an instrument does not change the basic results, suggesting that the

bias, if any, is small.

Effectiveness of Secrecy as means of Protection: Secrecy

Ex ante technology contracting in particular should benefit transactions

to the extent that parties to the contract can enforce secrecy to impede

misappropriation of either the technology in question or the proprietary

know-how and expertise with which it may be combined. To measure

the effectiveness of secrecy as an appropriation strategy, respondents

were asked to indicate the percentage of their product and process inno-

vations for which secrecy had been effective in protecting their firm’s

competitive advantage from those innovations during the prior three

years. As with our measure of patent effectiveness, there are five mu-

tually exclusive response categories (less than 10 percent, 10 to 40 per-

cent, 41 to 60 percent, 61 to 90 percent, and over 90 percent).15 To

construct our final measure of the effectiveness of secrecy, we used a
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weighted average of the product and process scores (using midpoints),

with the percentage of R&D effort devoted to product and process inno-

vations as weights.

Integration between Innovation and Complementary Capabilities:

Complementary Assets

To the extent that a firm’s R&D performance depends on close inter-

action between R&D and the firm’s marketing and manufacturing

activities, we would expect the firm to be less engaged in the market

for technology. Put differently, the difference between the value a firm

derives by commercializing its own innovation and the value it derives

by licensing or selling the innovation is conditioned by the degree to

which R&D and commercialization assets, such as marketing and manu-

facturing, are complementary.

In general, measuring the degree of complementarity is difficult. Previ-

ous studies have used measures of manufacturing or sales force (Tripsas

1997, Nerkar and Roberts 2004) or financial assets as measures of com-

plementary capabilities (Helfat 1997). The CMS provides a measure for

the frequency of face-to-face interaction between personnel from R&D

and production, measured with a four-point Likert scale.16 We con-

structed a binary variable, which takes value 1 if R&D and manufactur-

ing personnel interact daily. We construct an analagous variable for the

interaction between R&D and marketing personnel interaction. We con-

struct a binary variable, complementary asset, which takes value 1 if ei-

ther of the binary variables (for manufacturing or marketing) is positive

and zero otherwise. This is our measure of the integration between R&D

and complementary assets.

Our measure does not simply reflect a firm’s ownership of complemen-

tary manufacturing or marketing capabilities, because most firms in our

sample have manufacturing capability. It also reflects the extent of inter-

action between the R&D and complementary marketing or manufactur-

ing functions—the essence of the notion of co-specialized complementary

assets (Teece 1986).17

There are other possible, and broader, measures of specialized comple-

mentary assets, such as the importance of complementary manufacturing

and marketing assets in appropriating the profits from innovations
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(Cohen, Nelson, and Walsh 2000; Shane 2001; Gans, Hsu, and Stern

2002). In unreported regressions, we find that their use yields qualita-

tively similar—albeit less precise—results as those presented here.

It is plausible that firms that intend to license may choose more

modular organizations, with fewer interactions between R&D and manu-

facturing or marketing. However, for manufacturing, Arora and Ceccag-

noli (2005) probe the robustness of our results to such endogeneity in the

context of ex-post licensing and find that the bias, if any, is small.

Business Unit Size: Size

Business unit size, measured by the natural logarithm of the number of

business unit employees, is included as a determinant of the value of an

innovation.18 Business unit size is likely to decrease the value from tech-

nology sales (due to the firm’s opportunity cost of not commercializing

the innovation itself) and may increase the value from technology pur-

chases due to cost spreading (Cohen and Klepper 1996).

Interaction between Patent Effectiveness and Complementary Assets

We explore how the impact of patent effectiveness is conditioned by the

degree of integration between the R&D function and complementary

assets by including the interaction term of Patent and Complementary

Assets. Insofar as size may proxy for other unmeasured complemen-

tary assets, we also include an interaction term between Size and patent

effectiveness.

Number of Technological Rivals: Technological Rivals

The CMU survey provides measures for the total number of techno-

logical rivals, as categorical variables in the following ranges: 0, 1–2, 3–

5, 6–10, 11–20, or more than 20 competitors.19 These responses were

recoded to category midpoints. These variables vary across respondents

within industries because they represent each respondent’s assessment of

his or her focus industry conditions, often reflecting a particular niche or

market segment. We conjecture that as the number of rivals increases,

the degree to which spillovers dissipate rents will increase, and the less

likely that any one firm is likely to sell its technology. To the extent that

this variable also reflects the number of possible buyers and suppliers of
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new technology, it may increase the likelihood of a transaction. Accord-

ingly, our prior on the effect of the number of technological rivals is

ambiguous.

Nature of Knowledge: Science

We also attempt to control for the degree to which knowledge may

be codified, which increases the potential for market transactions. As a

proxy for this notion, we use the CMS survey question that provides a

measure of the degree to which knowledge is science based. In particular,

we used a measure of the importance of research findings from the field

of science or engineering that contributed the most to the firm’s R&D.20

Absorptive Capacity: Absorptive Capacity

As has been well established in the literature (Cohen and Levinthal

1989), a firm’s absorptive capacity conditions its ability to benefit from

external technology. Since absorptive capacity includes the ability to

identify and assess external technology alternatives, we use the percent-

age of R&D employees who have a Ph.D. or M.D. as our measure. This

is also related to the extent to which knowledge is science based. In un-

reported specifications, we also use a second measure: the percentage of

the R&D personnel’s time devoted to monitoring and gathering informa-

tion on new scientific and technical developments, as well as R&D inten-

sity as an additional control. The results are similar to those reported here.

Other Controls

We include binary variables indicating whether the firm owning the lab

is global (sells products in Japan or Europe), foreign (the respondent

R&D lab is located in the United States but the parent firm is located

abroad), or public, to reflect possible differences in market access, cost

of capital, and cost of contract enforcement.

Conditioning on Industry Characteristics

Note that our data are at the level of the business unit, not that of the

transaction. Thus, for any chosen measure of market-mediated knowl-

edge flow across firms, we observe the characteristics of the buyer or of

384 Ashish Arora, Marco Ceccagnoli, and Wesley M. Cohen



www.manaraa.com

the seller, but not both. In order to control for industry effects, there are

two possible responses. The first is to assume that both buyers and sellers

belong to the same industry. If so, the characteristics of the other side of

the transaction can be captured by a common industry dummy or by in-

dustry level measures of the relevant variables. This assumption has

the virtue of simplicity but is not accurate because firms commonly buy

or sell technology to firms from other industries. For instance, Arora,

Fosfuri, and Gambardella (2001) find that although firms in SIC 28

(Chemicals and Pharmaceuticals) tend to sell technology mostly to firms

in the same industry, they also tend to buy technology from other indus-

tries, such as software, computers, and electronics. The second option is

to develop firm-specific measures of the ‘‘other side,’’ which our data do

not allow. Thus, we will employ industry dummies assuming that buyers

and sellers of technology are in the same industry. We use nineteen in-

dustry dummy variables, constructed as binary variables using the SIC

code assigned to the focus industry of each respondent, where focus in-

dustry was defined as the principal industry for which the unit was con-

ducting its R&D.21

Empirical Specification and Results

Our theory is derived from thinking about individual transactions.

Our measures, however, are grouped at the level of the firm: ex post

sales is measured in five percentage-based cardinal categories, and the

two ex ante dependent variables are measured as percentages. It is natu-

ral, therefore, to have an empirical specification that treats each individ-

ual transaction as probabilistic. In other words, suppose yij ¼ 1 is the

event that firm i licenses its jth innovation (for ex post sales) and

yij ¼ 0 otherwise.22 Then our theoretical discussion involves specifying

Prðyij ¼ 1 jXiÞ, where Xi represents firm and environmental characteris-

tics, such as size, complementary assets, and patent effectiveness, and

developing conjectures about how this probability responds to changes

in Xi. To bring this theory to data, we note that we have measures equiv-

alent to the percentage of licensed projects, whose expected value is sim-

ply Prðyij ¼ 1 jXiÞ. In other words, if Yi is the share of licensing for firm
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i, then Yi ¼ Prðyij ¼ 1 jXiÞ þ ei, where ei is sampling error, and hence

mean zero and independent across firms.

For convenience, we use a linear random utility specification and

assume that the stochastic terms are independently and identically dis-

tributed across innovations, with type 1 extreme value distributions.

This implies that Prðyij ¼ 1 jXiÞ ¼ expðXiÞ=ð1þ expðXiÞÞ (cf. McFadden

1973), so that the share of licensing for firm i, Yi, is Yi ¼ expðXiÞ=
ð1þ expðXiÞÞ þ ei.

We estimated this specification using nonlinear least squares for each

of the three dependent variables. We also estimated ordinary least

squares (OLS) specifications for all three.23 Since absorptive capacity

applies only to technology buyers, we include it only in the ex ante

purchase equation. Although patent effectiveness ought to matter princi-

pally for sales, we include it in the purchase equation because, as noted,

a buyer may have the right to file for patent protection. The other ex-

planatory variables and controls are common across all three estimated

equations.

This estimation procedure implies that the three decisions are structur-

ally independent of each other. The alternative of modeling the mutual

dependence would require us to use instrument variables. However, it is

conceptually and practically difficult to identify factors that affect only

one decision variable but not others, with the exception of absorptive ca-

pacity, which arguably affects only purchases. Given the exploratory na-

ture of our analysis here, we decided in favor of simplicity.

Table 9.5 reports OLS estimates. Table 9.6 shows the corresponding

estimates using the nonlinear (logistic) specification. For each dependent

variable we report a specification without interactions between patent

effectiveness and size or complementary assets (specification I) and one

with interactions (specification II). Note that for each variable, the logis-

tic provides a better fit, especially for ex ante and ex post sales. This

implies that that in some cases, the standard errors of the estimates are

smaller. Since the results are similar, we focus on table 9.6.

We do not report the individual industry effects, which are included as

controls in all specifications. However, these effects together have signif-

icant explanatory power. This is true even if one were to use the industry
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averages of the right-hand-side variables, in addition to the respondent-

level ones. This confirms that there are industry-level factors that

condition the extent to which technology and R&D services are traded,

consistent with Anand and Khanna (2000).

Turning to the results for the specification without interactions (I), we

see that the effectiveness of secrecy is positively associated with ex ante

sales, as expected. It has a statistically insignificant impact on ex post

sales and ex ante purchases. Although we did not have strong priors, the

lack of significance is encouraging in the sense that it suggests that the

result for ex ante sales is not a statistical artifact. Contracts for ex ante

transactions have greater potential for unintended knowledge spillovers,

and effective secrecy is an important safeguard for sellers. Patents, as we

argued, are less important for ex ante transactions since patent protec-

tion is unavailable at the time of writing the contract, but can help struc-

ture efficient licensing contracts through provisions assigning future

rights. Indeed, patent effectiveness has a small and statistically insignifi-

cant coefficient for ex ante sales and purchases. Patent effectiveness is

positive and significant in ex post sales, as expected.

Knowledge that is more closely related to science (as measured by im-

portance of science) facilitates licensing, perhaps by reducing transfer

costs and also because such knowledge may be more general purpose,

thereby implying higher gains from trade. However, these variables have

statistically insignificant coefficients in ex ante sales and purchases. Ab-

sorptive capacity is expected to increase ex ante purchases, and indeed,

the measures of absorptive capacity, namely, the percentage of Ph.D.

and M.D. holders among R&D employees (i.e., Ph.D. Intensity), are pos-

itively associated with ex ante purchases.

Finally, when R&D is integrated with other complementary functions

(reflected in the Complementary Assets measure), the knowledge devel-

oped by a firm would be customized to its complementary capabilities,

making it harder to transfer to others. Conversely, it would also make

such capabilities less suited for exploiting externally generated knowl-

edge as well. This is exactly what we find for ex post sales in specifica-

tion I in table 9.6. We find similar results for ex ante sales as well as ex

ante purchases, although the coefficient is not statistically significant.
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Table 9.5
Determinants of ex post and ex ante technology transactions: OLS results

Ex post sales Ex ante sales Ex ante purchase

I II I II I II

Intercept 0.026 �0.046 0.059a 0.032 0.009 �0.027
(0.036) (0.043) (0.034) (0.040) (0.041) (0.048)

Secrecy Effectiveness 0.011 0.014 0.048** 0.049** �0.003 0.001
(0.018) (0.018) (0.017) (0.017) (0.020) (0.020)

Patent Effectiveness 0.079** 0.287** 0.011 0.093 0.017 0.133a

(0.020) (0.073) (0.018) (0.068) (0.022) (0.082)

Complementary Assets �0.023* 0.025 �0.010 �0.001 �0.015 �0.033a

(0.011) (0.017) (0.010) (0.016) (0.012) (0.019)

Business Unit Employees (Log) �0.004 0.002 �0.004 �0.001 0.000 0.007
(0.003) (0.004) (0.003) (0.004) (0.003) (0.005)

Patent Effectiveness�
Complementary Assets

�0.145** �0.028 0.049
(0.038) (0.036) (0.043)

Patent Effectiveness�
Business Unit Employees (Log)

�0.018a �0.010 �0.022*
(0.009) (0.009) (0.011)

Ph.D. Intensity 0.102* 0.109**
(0.038) (0.038)

Importance of Science 0.015* 0.014* �0.003 �0.003 0.013a 0.013a

(0.007) (0.007) (0.007) (0.007) (0.008) (0.008)
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Number of Technological Rivals 0.0003 0.0002 5E-05 �1E-05 0.002 0.002
(0.001) (0.001) (0.001) (0.001) (0.001) (0.001)

Global 0.005 0.012 �0.030* �0.028* �0.024a �0.024a

(0.013) (0.013) (0.012) (0.012) (0.014) (0.015)

Foreign �0.006 �0.005 0.001 0.000 0.029 0.026
(0.020) (0.020) (0.019) (0.019) (0.023) (0.022)

Public 0.006 0.007 �0.021a �0.021a �0.007 �0.009
(0.013) (0.013) (0.012) (0.012) (0.015) (0.015)

N 755 755 751 751 695 695

Adjusted R2 0.05 0.07 0.08 0.08 0.07 0.07

Note: Standard errors in parentheses. **, *, a: Significantly different from zero at the 0.01, 0.05, and 0.10 confidence levels. A full
set of eighteen industry dummies is included in all specifications.
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Table 9.6
Determinants of ex post and ex ante technology transactions: Nonlinear OLS results

Ex post sales Ex ante sales Ex ante purchase

I II I II I II

Intercept �3.498** �4.665** �4.126** �4.396** �3.706** �4.168
(0.747) (0.821) (0.948) (1.048) (0.465) (0.556)

Secrecy Effectiveness 0.246 0.272 1.240** 1.240** �0.052 �0.012
(0.315) (0.308) (0.350) (0.350) (0.241) (0.244)

Patent Effectiveness 1.248** 3.663** 0.199 0.969 0.206 1.525
(0.312) (1.263) (0.396) (1.416) (0.234) (1.010)

Complementary Assets �0.404* 0.359 �0.249 �0.075 �0.177 �0.420a

(0.194) (0.315) (0.212) (0.378) (0.139) (0.231)

Business Unit Employees (Log) �0.071 0.023 �0.094 �0.064 �0.005 0.093
(0.057) (0.076) (0.077) (0.096) (0.040) (0.063)

Patent Effectiveness �
Complementary Assets

�1.805** �0.486 0.641
(0.626) (0.776) (0.493)

Patent Effectiveness �
Business Unit Employees (Log)

�0.223 �0.081 �0.268a

(0.159) (0.230) (0.144)

Ph.D. Intensity 1.151* 1.250*
(0.418) (0.444)

Importance of Science 0.275* 0.277* �0.086 �0.098 0.181a 0.171
(0.143) (0.140) (0.154) (0.156) (0.109) (0.110)

Number of Technological Rivals 0.005 0.004 �0.003 �0.002 0.020 0.018
(0.019) (0.018) (0.023) (0.023) (0.014) (0.013)
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Global 0.145 0.257 �0.603* �0.573* �0.289a �0.282a

(0.211) (0.215) (0.242) (0.248) (0.171) (0.170)

Foreign �0.050 �0.092 0.070 0.056 0.319 0.318
(0.334) (0.339) (0.435) (0.438) (0.274) (0.269)

Public 0.136 0.111 �0.469a �0.473 �0.082 �0.102
(0.258) (0.251) (0.270) (0.266) (0.179) (0.179)

N 755 755 751 751 695 695

Adjusted R2 0.08 0.10 0.12 0.12 0.07 0.09

Note: Standard errors in parentheses. **, *, a: Significantly different from zero at the 0.01, 0.05, and 0.10 confidence levels. A full
set of eighteen industry dummies is included in all specifications.
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We would also have expected larger firms to be less likely to sell tech-

nology because such firms are perhaps better placed to commercialize

technology. For instance, Cohen and Klepper (1996) argue that insofar

as the returns to commercialization are proportional to sales, larger firms

have less to gain by selling technology, and perhaps more to gain by

buying it. However, we find that the coefficient of size is negative in all

specifications, though never statistically significant. This suggests that

although the lack of statistical significance argues for caution, larger

organizations are in general less likely to engage in the market for tech-

nology, be it sales or purchases.

Table 9.6, specification II, shows the results for the specification where

we interact Patent Effectiveness with Size and with the degree of integra-

tion between R&D and Complementary Capabilities. For the inter-

acted variables, we see that the interactions are negative and significant

in ex post sales, as expected. We would expect similar results for ex

ante sales, except that we expect patent protection per se to matter less

when the knowledge to be protected is yet to be produced. And indeed,

we see that the coefficients are statistically insignificant. The results are

similarly mixed in the ex ante purchase equation, where we expect the

interaction to have a positive effect. We do indeed find that the coeffi-

cient is positive but the statistical significance is low. However, some-

what unexpectedly, we find that the interaction with size is negative. As

discussed earlier, this may reflect either the lower salience of patents in

structuring ex ante contracts, or the fact that the ex ante contracts may

assign patents to either the buyer or the seller, resulting in measurement

error.

Overall, our results indicate that technology suppliers rely on secrecy

(and by extension, contractual provisions) to facilitate transactions for

ex ante contracts, but secrecy appears to matter less for buyers. Patent

protection matters principally for ex post sales of technology. However,

the interaction specifications imply that stronger patents induce more

licensing only for smaller firms and for firms where R&D has less fre-

quent interaction with manufacturing and with marketing and sales. In

other words, when the innovator is well positioned to commercialize the

innovation, stronger patents matter much less for licensing. Once stated,

the result is sensible, even obvious. However, much of the literature that
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has sought to empirically explore the impact of patent protection on

technology licensing has not adequately accounted for it.

Conclusion

Although corporate R&D labs have many successful innovations to their

credit, basic economic theory leads one to suspect that integrating R&D

inside large commercial operations may not always be the most efficient

form of organizing innovation. Large organizations can be bureaucratic,

with restricted information flows and long decision lags. Inventors (and

teams of inventors) can rarely be provided the sorts of incentives that a

smaller organization can provide. Separating invention from other types

of economic activities and putting it in specialized organizations may

provide great social benefits in the form of higher rates of innovation un-

der some circumstances. And yet, organizations specializing in inventive

activity face a number of challenges, including financial constraints, find-

ing buyers for their inventions, and protecting their inventions and their

knowledge from misappropriation.

This chapter is a first step in understanding this market and the insti-

tutions and factors that facilitate its working. We use a rich data set

to investigate the determinants of technology transactions, spanning

technology licensing and the purchase and sale of R&D services. The lit-

erature has pointed to a number of factors that might be important. In

particular, it suggests that even when there are gains from trade in trans-

actions in technology, such trades may not take place if the participants

cannot adequately safeguard themselves against misappropriation of their

proprietary technology and against opportunistic behavior by potential

trading partners. Our results suggest that formal patent protection can

provide such safeguards, particularly for technology licensing. They also

suggest that secrecy, the ability to prevent unintended disclosure of pro-

prietary information, can provide a similar protection for R&D con-

tracts. Finally, our results confirm the notion that where tight links

between R&D capabilities and other functions within the firm are essen-

tial to R&D performance, and specifically to the protection of profits

from R&D, technology sales tend to be less extensive and patent protec-

tion is less effective in inducing licensing.
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Technology markets, like all other markets, aggregate individual

actions. However, individual actions in turn are responsive to perceived

and expected market outcomes. Thus, to the degree that historical forces

spawned an increase in firm size, and capital market imperfections com-

bined with increasing R&D costs forced an integration of R&D with

manufacturing and other complementary functions, our results suggest

that these would have long-term effects. Later, even if R&D costs ceased

to be decisive, organizations where R&D and manufacturing interacted

closely would be less likely to participate in markets for technology and

would also be less sensitive to changes in patent protection. In turn, this

would have reduced the economic space available for specialized technol-

ogy suppliers, further reinforcing the growing position of in-house R&D

labs. However, when there is a significant technical advance strongly

rooted in formal knowledge, such as biotechnology or semiconductor de-

sign, and patent protection is effective, space for specialized technology

suppliers may open up once again, as appears to have been the case in

the past two decades. As technologies become more complex, even estab-

lished incumbents may appreciate the benefits of a division of labor asso-

ciated with active technology markets, even in industries where patent

protection is not that strong.

Our empirical results, subject to a number of limitations and qualifica-

tions discussed in the text, are only suggestive. A more careful modeling

of the decisions to sell and buy technology and the factors that condition

such decisions is required for definitive answers. However, our results,

insofar as they point in the right direction, suggest that the more modu-

lar organization structures in the nineteenth century were conducive to

trade in technology and that along with rising R&D costs, other changes

that increased integration across different functions contributed to

the decline of markets for technology in the early twentieth century and,

with it, the specialized technology suppliers. Looking ahead, improve-

ments in communication technology, the growing benefits from a

division of innovative labor associated with greater technological com-

plexity, the increasing formalization of knowledge bases, and the greater

reliability of patent protection are likely to sustain the trend toward

growing markets for technology, and with them, of technology special-

ists, in the twenty-first century.
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Appendix

Table 9A.1
Descriptive statistics, within industry groups*

Industry group Oil-chemical
Biopharma-
ceutical

Computer-
Electronics Transportation Instruments

Ex Post Sales 0.05 (Mean) 0.17 0.06 0.06 0.06
(N ¼ 159 SD ¼ 0:13) (40; 0.24) (124; 0.15) (65; 0.14) (105; 0.14)

Ex Ante Sales 0.01 0.12 0.07 0.06 0.08
(158; 0.03) (40; 0.24) (123; 0.16) (64; 0.11) (104; 0.19)

Ex Ante Purchase 0.05 0.18 0.10 0.11 0.12
(142; 0.12) (38; 0.25) (120; 0.19) (63; 0.16) (98; 0.17)

Secrecy Effectiveness 0.59 0.64 0.46 0.55 0.50
(159; 0.27) (40; 0.26) (124; 0.32) (65; 0.26) (105; 0.32)

Patent Effectiveness 0.36 0.51 0.30 0.38 0.37
(159; 0.29) (40; 0.35) (124; 0.27) (65; 0.28) (105; 0.28)

Complementary Assets 0.65 0.60 0.55 0.52 0.67
(159; 0.48) (40; 0.50) (124; 0.50) (65; 0.50) (105; 0.47)

Importance of Science 3.35 3.63 3.30 3.23 3.38
(159; 0.76) (40; 0.59) (124; 0.70) (65; 0.72) (105; 0.73)

Ph.D. Intensity 0.22 0.27 0.12 0.13 0.12
(153; 0.17) (39; 0.15) (122; 0.17) (63; 0.17) (104; 0.13)

Business Unit Employees (Log) 6.70 5.80 6.32 7.49 5.97
(159; 1.84) (40; 1.96) (124; 2.27) (65; 2.21) (105; 1.84)

*See text for units.
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Table 9A.1
(continued)

Industry group Oil-chemical
Biopharma-
ceutical

Computer-
Electronics Transportation Instruments

Number of Technological Rivals 4.62 7.10 3.88 3.06 3.71
(159; 4.96) (40; 9.00) (124; 4.72) (65; 2.10) (105; 3.91)

Global 0.82 0.68 0.73 0.77 0.80
(159; 0.38) (40; 0.47) (124; 0.45) (65; 0.42) (105; 0.40)

Foreign 0.20 0.13 0.12 0.08 0.03
(159; 0.40) (40; 0.33) (124; 0.33) (65; 0.27) (105; 0.17)

Public 0.57 0.68 0.68 0.63 0.78
(159; 0.50) (40; 0.47) (124; 0.47) (65; 0.49) (105; 0.42)
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Notes

1. Indeed, economic theory suggests that organizing innovation through an em-
ployment relationship—which is the way that most innovation is structured in
our economy—may not always be the most efficient form of organizing innova-
tion. For instance, if the likelihood of successful invention depends on the efforts
of the inventor and if such efforts cannot be monitored adequately, a salaried in-
ventor is less likely to succeed than one with a bigger stake in outcome. Aghion
and Tirole (1994) provide a model where financial constraints can lead to resid-
ual rights to the innovation being taken away from the inventor, leading to sub-
optimal outcomes.

2. This has been the motive for licensing by a number of large, well-established
firms, such as Exxon, Union Carbide, Du Pont, Dow Chemicals, Boeing, Procter
and Gamble, Honeywell, and many others. See Arora, Fosfuri, and Gambardella
(2001) for more details on licensing of existing technologies.

3. A similar logic underlies Nelson’s (1959) insightful analysis of incentives for
investment in basic research. Absent a market for technology, only a large, diver-
sified firm would be reasonably sure of benefiting from its basic research.

4. Arora, Fosfuri, and Gambardella (2001) survey this literature in greater detail.

5. Intellectual property rights and especially patents have, however, been
thought of primarily in terms of providing incentives for innovation rather than
facilitating the creation of markets for technology.

6. Arora and Merges (2004) provide a simple stylized model of such an ex ante
contract with information leakages. They show that stronger patent protection
for the ‘‘supplier’’ enhances the efficiency of arm’s-length contracts. By contrast,
weak patent protection favors in-house research. However, the effects also de-
pend in subtle ways on the nature of the information spillovers.

7. In the end, this probably boils down to the different degrees of ‘‘lumpiness’’ in
downstream assets and R&D capability.

8. Larger firms may also possess the legal and financial resources that may plau-
sibly affect contracting costs; we unfortunately do not possess measures of such
resources beyond size itself.

9. Ceccagnoli (2005) analyzes the implications of technological and market com-
petition for R&D with spillovers (non-market-mediated flows of technology).

10. The formal arguments for the case of ex post licensing are developed more
fully in Arora and Ceccagnoli (2005).

11. This also reflects the exclusion of business units with fewer than ten
employees, R&D units reporting more than fifty patent applications per million
dollars of R&D, and those reporting an R&D budget of less than, or equal to,
$100,000. Notice, however, that including very small units does not affect our
results but is consistent with Arora, Ceccagnoli, and Cohen (2003) and Cohen,
Nelson, and Walsh (2000).
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12. On the other hand, we are using midpoints of the categories for percentage
of R&D for licensing, which may overestimate the lowest category.

13. It is also instructive to compare these figures to NSF reported figures. NSF
reports company-financed R&D contracted to outside organizations by R&D
performing companies. From 1995 to 1997, the period for which this calculation
can be made, the share of company-financed R&D contracted to outside organi-
zations averaged around 5 percent. Moreover, this share appears stable across
different firm size categories. Medium-sized firms (500–10,000 employees) do ap-
pear to contract out less than small (fewer than 500 employees) or large (greater
than 10,000 employees) firms. Whereas medium-sized firms contract out a little
more than 3.5 percent of company-financed R&D, this figure is slightly above 5
percent for the other firm size categories. The NSF does not report on technology
licensing, so we cannot compare to our sample averages for licensing. Some of
the difference between the sample average for contract R&D services and the
NSF reported figures is due to differences in coverage and definition. NSF figures
may include R&D contracted to universities and individuals, which are excluded
from our measure. Further, our sample typically excludes research boutiques and
others likely to specialize as technology suppliers. This may also partially explain
why our estimate for R&D services purchased is over 10 percent, which is signif-
icantly higher than the NSF estimate of 5 percent. There are, however, other pos-
sibilities as well. One is that NSF figures relate only to company-financed R&D
outsourced, whereas our figures include all sources of financing. Even so, since
the bulk of R&D performed is company financed (82 to 84 percent for the sam-
ple period), this difference is unlikely to be quantitatively very significant. An-
other possible explanation is different coverage of industry sectors or firm size
categories between the NSF and our sample. It is plausible that such outsourcing
is more prevalent in sectors such biotechnology and pharmaceuticals, which may
be overrepresented in our sample. Another possible reason is that if some of the
contracting expenses are in kind (as in shared equipment or material) and the
respondents in our sample included these in-kind payments, it might account for
part of the difference since NSF estimates exclude such payments.

14. The CMS distinguishes between product and process innovations in a num-
ber of cases, including patent effectiveness. The results reported here are for
product innovations alone.

15. The CMS distinguishes between product and process innovations in a num-
ber of cases, including the effectiveness of secrecy. The results reported here are
for product innovations alone.

16. Respondents were asked: ‘‘How frequently do your R&D personnel talk
face-to-face with personnel from the ‘Production,’ ‘Marketing or Sales,’ and
‘Other R&D units’ functions?’’

17. Of course, some industry-specific studies have the advantage of being able to
use finer measures of specialized complementary assets. Tripsas (1997) uses font
libraries in her study of the typesetting industry, Thomke and Keummerle (2002)
use therapeutical area-specific chemical libraries in pharmaceuticals, and Penner-
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Hahn and Shaver (2005) use the stock of fermentation patents as a measure of
complementary manufacturing capabilities for Japanese pharmaceutical firms.

18. The category of business unit employees is reported by R&D managers from
the CMU survey. We also experimented using total firm employees, obtained
from sources such as Compustat, Dun and Bradstreet, Moody’s, and Ward’s,
and obtained similar results.

19. Technological rivals are defined in the CMS questionnaire as the number of
U.S. competitors capable of introducing competing innovations soon enough such
that they can effectively diminish the respondent’s profits from an innovation in
the lab’s focus industry.

20. Respondents were asked to indicate which field contributed the most to their
R&D activity and to rate its importance on a scale from 1 to 4 (Not Important,
Slightly Important, Moderately Important, or Very Important).

21. The industry dummies are constructed using the SIC code assigned to the
focus industry of each respondent: Food and Tobacco (SIC 20, 21), Industrial
Chemicals (SIC 281–82, 286), Drugs (SIC 283 excluding Biotech), Biotech (vari-
ous in 283, 384), Other Chemicals (SIC 284–85, 287–89), Petroleum (SIC 13,
29), Rubber (SIC 30), Metals (SIC 33–34), Computers (SIC 357), Machinery
(SIC 35, exc. 357), Communication Equipment (SIC 366), Electronic Compo-
nents (SIC 367 excl. 3674), Semiconductors (SIC 3674), Other Electrical Equip-
ment (361–65, 369), Transportation (SIC 37 excl. 372, 376), Aircraft and
Missiles (SIC 372, 376), Instruments (SIC 38 excluding 384), Medical Instru-
ments (SIC 384), and Other Manufacturing (SIC 22–27, 31–32, 39).

22. For ex ante sales, this is the event that the firm licenses its jth R&D project.
One can treat ex ante purchases analogously.

23. For the OLS specification, we also estimated the three equations jointly (not
reported here) to allow for correlations in the residuals. Though the residuals are
correlated, there is little change in the results. We also estimated an ordered pro-
bit for ex post sales, which treats the five licensing categories as purely ordinal.
Once again, the results are qualitatively similar to those reported here.
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10
The Governance of New Firms: A Functional

Perspective

Josh Lerner

Entrepreneurs frequently view outside investors with suspicion. The con-

trol rights and protective provisions that they demand are often seen as

onerous by company founders, the amount of equity they demand for a

given capital infusion excessive. In the United States, such misgivings are

seen in the prerogatives that entrepreneurs use to describe such investors,

such as ‘‘vulture capitalists’’ and ‘‘dumb money.’’ In Europe and Asia,

where there has been a shorter tradition of professional investors’ fund-

ing young firms, such suspicions are, if anything, deeper.

In many cases, however, these resentments and suspicions are not

well founded. Entrepreneurs, optimistic about the prospects of their busi-

nesses, often do not stop to consider the risks that their outside investors

face. In many cases, the provisions employed by outside investors are a

necessary response to the substantial problems posed by limited informa-

tion and intangible assets.

This chapter explores the frequently contentious interactions between

entrepreneurs and their financiers. To explore this challenging terrain, it

takes a ‘‘functional approach’’ (see Merton 1995). Rather than focusing

on any one nation or institution, this chapter highlights the four general

problems seen in these settings, as well as the six classes of solutions that

financiers use to address them. While the perspective is of necessity more

macro than others in this book, I illustrate these points when appropriate

with references to the other chapters.

At the same time, the chapter emphasizes that outside investors fre-

quently do not have magic bullets to resolve these problems. In particu-

lar, I highlight three circumstances that can lead to outside investors’

being unable to fund entrepreneurial firms appropriately: the presence
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of inexperienced investors, difficulties in reaching the optimal contract,

and pathologies identified in the behavioral finance literature. Stated in

this manner, these problems may sound quite abstract. To make these

limitations more concrete, I illustrate them with examples from two

very different settings: alliances between biotechnology and pharmaceuti-

cal firms in the United States and stock purchase contracts by Asian ven-

ture capital funds.1

The Challenge of Financing Young Firms

Young growth-oriented firms, particularly in high-technology industries,

frequently require substantial capital to develop and deploy their ideas.

The entrepreneurs who run these firms rarely have the capital to see their

ideas to fruition and must rely on outside financiers. Meanwhile, those

who control capital—for instance, pension fund trustees and university

overseers—are unlikely to have the time or expertise to invest directly in

young or restructuring firms.

The Critical Four Factors

A variety of factors limit access to capital for some of the most poten-

tially profitable and exciting firms. These difficulties can be sorted into

four critical factors: uncertainty, asymmetric information, the nature of

firm assets, and the conditions in the relevant financial and product mar-

kets. At any one point in time, these four factors determine the financing

choices that a firm faces. As a firm evolves over time, however, these fac-

tors can change in rapid and unanticipated ways. In each case, the firm’s

ability to change dynamically is a key source of competitive advantage,

but also a major problem to those who provide the financing.

The first of these four problems, uncertainty, is a measure of the array

of potential outcomes for a company or project. The wider the dispersion

of potential outcomes, the greater the uncertainty is. By their very nature,

new companies are associated with significant levels of uncertainty. Un-

certainty surrounds whether the research program or new product will

succeed. The response of the firm’s rivals may also be uncertain. High

uncertainty means that investors and entrepreneurs cannot confidently

predict what the company will look like in the future.
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Uncertainty affects the willingness of investors to contribute capital,

the desire of suppliers to extend credit, and the decisions of firms’ man-

agers. If managers are averse to taking risks, it may be difficult to induce

them to make the right decisions. Conversely, if entrepreneurs are over-

optimistic, then investors want to curtail various actions. Uncertainty also

affects the timing of investment. Should an investor contribute all the

capital at the beginning or stage the investment through time? Investors

need to know how information-gathering activities can address these

concerns and when they should be undertaken.

The second factor, asymmetric information, is distinct from un-

certainty. Because of his day-to-day involvement with the firm, an entre-

preneur knows more about his company’s prospects than investors,

suppliers, or strategic partners. Various problems develop in settings

where asymmetric information is prevalent. For instance, the entrepre-

neur may take detrimental actions that investors cannot observe: perhaps

undertaking a riskier strategy than initially suggested or not working as

hard as the investor expects. The entrepreneur might also invest in proj-

ects that build up his reputation at the investors’ expense.

Asymmetric information can also lead to selection problems. The en-

trepreneur may exploit the fact that he knows more about the project or

his abilities than investors do. Investors may find it difficult to distinguish

between competent entrepreneurs and incompetent ones. Without the

ability to screen out unacceptable projects and entrepreneurs, investors

are unable to make efficient and appropriate decision choices regarding

where to invest.

The third factor affecting a firm’s corporate and financial strategy is

the nature of its assets. Firms that have tangible assets, such as machines,

buildings, land, or physical inventory, may find financing easier to obtain

or may be able to obtain more favorable terms. The ability to abscond

with the firm’s source of value is more difficult when it relies on physical

assets. When the most important assets are intangible, raising outside

financing from traditional sources may be more challenging.

Even among intangible assets, certain types of assets are particu-

larly hard to protect. For instance, in the biotechnology industry, firms

have tended to rely on patent protection to protect assets. But in many

other industries, key assets are protected by trade secrets or informal
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know-how. These firms have found attracting investors or entering into

licensing agreements to be particularly difficult.2

Market conditions also play a key role in determining the difficulty

of financing firms. Both the capital and product markets may be subject

to substantial variations, as, for instance, Lamoreaux, Levenstein, and

Sokoloff’s account of financing in Cleveland in chapter 1 in this volume

highlights. The supply of capital from public investors and the price at

which this capital is available may vary dramatically. These changes

may be a response to regulatory edicts or shifts in investors’ perceptions

of future profitability, as Neal and Davis suggest in chapter 3 and O’Sul-

livan in chapter 4. Similarly, the nature of product markets may vary

dramatically, whether due to shifts in the intensity of competition with

rivals or in the nature of the customers. If there is exceedingly intense

competition or a great deal of uncertainty about the size of the potential

market, firms may find it very difficult to raise capital from traditional

sources.

The Consequences of These Problems

Described in this manner, these problems may appear to be quite ab-

stract. But they have very real implications for entrepreneurs and execu-

tives seeking to commercialize early-stage technologies.

Jensen and Meckling (1976) demonstrate that conflicts between

managers and investors (‘‘agency problems’’) can affect the willingness

of both debt and equity holders to provide capital. If the firm raises

equity from outside investors, the manager has an incentive to engage

in wasteful expenditures (e.g., lavish offices) because he may benefit dis-

proportionately from these but does not bear their entire cost. Similarly,

if the firm raises debt, the manager may increase risk to undesirable

levels. Because providers of capital recognize these problems, outside

investors demand a higher rate of return than would be the case if the

funds were internally generated.

Even if the manager is motivated to maximize shareholder value,

informational asymmetries may make raising external capital more ex-

pensive or even preclude it entirely. Myers and Majluf (1984) and Green-

wald, Stiglitz, and Weiss (1984) demonstrate that equity offerings of firms

408 Josh Lerner



www.manaraa.com

may be associated with a ‘‘lemons’’ problem (first identified by Akerlof

1970). If the manager is better informed about the investment opportuni-

ties of the firm and acts in the interest of current shareholders, then man-

agers issue new shares only when the company’s stock is overvalued.

Indeed, numerous studies have documented that stock prices decline on

the announcement of equity issues, largely because of the negative signal

sent to the market.

These information problems have also been shown to exist in debt

markets. Stiglitz and Weiss (1981) show that if banks find it difficult to

discriminate among companies, raising interest rates can have perverse

selection effects. In particular, the high interest rates discourage all but

the highest-risk borrowers, so the quality of the loan pool declines mark-

edly. To address this problem, banks may restrict the amount of lending

rather than increasing interest rates. The difficulties entrepreneurs face in

obtaining formal debt financing are highlighted in many of the chapters

in this book.

More generally, the inability to verify outcomes makes it difficult

to write contracts that are contingent on particular events. This inability

makes external financing costly. Many of the models of ownership

(Grossman and Hart 1986 and Hart and Moore 1990) and financing

choice (Hart and Moore 1998) depend on the inability of investors to

verify that certain actions have been taken or certain outcomes have

occurred. While actions or outcomes might be observable, meaning that

investors know what the entrepreneur did, they are assumed not to be

verifiable: investors could not convince a court of the action or outcome.

Start-up firms are likely to face exactly these types of problems, making

external financing costly or difficult to obtain.

Responses by Intermediaries

If the information asymmetries could be eliminated, financing constraints

would disappear. Financial economists argue that specialized intermedi-

aries, such as venture capital organizations or corporations with related

lines of business, can address these problems. By intensively scrutinizing

firms before providing capital and then monitoring them afterward,
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intermediaries can alleviate some of the information gaps and reduce

capital constraints. It is the nonmonetary aspects employed in these set-

tings that are critical to success.

These intermediaries have a variety of mechanisms at their disposal to

address these changing factors. Careful crafting of financial contracts

and firm strategies can alleviate many potential roadblocks. These

responses can be divided into two broad classes.

The first set of roles relates to the manner in which the firms are

financed. To begin with, from whom a firm acquires capital is not always

obvious. Each source—private equity investors, corporations, and the

public markets—may be appropriate for a firm at different points in its

life. Furthermore, because the firm may be very different in the future,

the appropriate source of financing may change.

To illustrate this role, consider the role of U.S. venture capitalists.

These groups rarely seek to provide all the financing that an entrepreneu-

rial firm seeks. Rather, they will complement their own funds with those

of other investors. The initial financing may be syndicated with other

venture groups, typically of equal sophistication. In this way, the groups

can get a ‘‘second opinion’’ on the firm and have a peer to share the

oversight of the firm with. Later financing rounds typically involve less

established (or less sophisticated) venture groups. These groups are will-

ing to contribute capital at a higher valuation, in exchange for the chance

to invest in a firm whose prospects are more secure and which places less

demands on them for oversight.

Second, the form of financing plays a critical role in reducing po-

tential conflicts. Financing provided in these cases can be simple debt

or equity, or involve hybrid securities like convertible preferred equity

or convertible debt. These financial structures can potentially screen out

overconfident or underqualified entrepreneurs. The structure and tim-

ing of financing can also reduce the impact of uncertainty on future

returns.

A third element is the division of the profits between the entrepreneurs

and the investors. The most obvious aspect is the pricing of the invest-

ment: for a given cash infusion, how much of the company does the in-

termediary receive? Compensation contracts can be written that align the

incentives of managers and investors. Incentive compensation can be in
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the form of cash, stock, or options. Performance can be tied to several

measures and compared to various benchmarks. Carefully designed in-

centive schemes can avert destructive behavior.

Strategic alliances, as discussed by Graham in chapter 6 in this book,

provide a good example of this crafting of incentives. The payments in

these alliances typically are of several distinct types. For instance, it is

not uncommon for an agreement to include an initial up-front payment,

a purchase of equity (which the financing firm may be able to force the

R&D firm to repurchase if the alliance is unfruitful) or warrants, com-

mitments to contract for R&D on specific topics, milestone payments

contingent on the achievement of technological and marketing objectives

or the renewal of the agreement, and a royalty on the eventual sales

generated by the product. A rich array of theoretical works (Gallini

and Wright 1990, Kamien and Tauman 1986) suggests that payments

in alliances may have profound consequences on the success of these

arrangements.

The second set of activities of venture capital and corporate investors

relates to the strategic control of the firm. Monitoring is a critical role.

Both parties must ensure that proper actions are taken and that appro-

priate progress is being made. Critical control mechanisms—such as

active and qualified boards of directors, the right to approve important

decisions, and the ability to fire and recruit key managers—need to be

effectively allocated in any relationship between an entrepreneur and

investors.

These investors can also encourage firms to alter the nature of their

assets and thus obtain greater financial flexibility. Patents, trademarks,

and copyrights are all mechanisms to protect firm assets. Understanding

the advantages and limitations of various forms of intellectual property

protection, and coordinating financial and intellectual property strategies

are essential to ensuring a young firm’s growth. Investors can also shape

firms’ assets by encouraging certain strategic decisions, such as the cre-

ation of a set of locked-in users who rely on the firm’s products.

Evaluation is the final, and perhaps most critical, element of the

relationship between entrepreneurs and private equity investors. The ul-

timate control mechanism exercised by the private equity investors and

corporations is to refuse to provide more financing to a firm. In many
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cases, the investor can, through direct or indirect actions, even block the

firm’s ability to raise capital from other sources.

A natural question is what special attributes allow intermediaries like

venture capitalists and corporations to perform these roles, while other

potential intermediaries (such as banks) appear generally ineffective in

these settings. While it is easy to see why individuals may not have the

expertise to address these types of agency problems, it might be thought

that bank credit officers could undertake this type of oversight. Yet even

in countries with exceedingly well-developed banking systems, such as

Germany and Japan, policymakers today are seeking to encourage the

development of alternative mechanisms to ensure more adequate financ-

ing for risky entrepreneurial firms.

The limitations of banks stem from several of their key institutional

features. First, because regulations in the United States limit banks’ abil-

ity to hold shares, they cannot freely use equity to fund projects. Taking

an equity position in the firm allows an intermediary to proportionately

share in the upside, guaranteeing that the investor benefits if the firm

does well. Second, banks may not have the necessary skills to evaluate

projects with few tangible assets and significant uncertainty. In addition,

banks in competitive markets may not be able to finance high-risk proj-

ects because they are unable to charge borrowers rates that are high

enough to compensate for the firm’s riskiness. Finally, private equity

funds’ high-powered compensation schemes give these investors incen-

tives to monitor firms more closely, because their individual compensa-

tion is closely linked to the funds’ returns. Banks (and corporations)

that undertake such investments without such high-powered incentives

have found it difficult to retain personnel once the investors have devel-

oped a performance record that enables them to raise a fund of their

own.

When Can the System Break Down?

The discussion so far has highlighted the ways in which venture capital-

ists or corporate alliances can successfully address agency problems in

the firms in their portfolios. But at the same time, there appear to be sit-

uations or time periods when the optimal level of financing is not pro-
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vided or the firms are not governed properly. In this section, we review

three apparent reasons that the most desirable arrangements may not be

achieved.

Inexperienced Parties

Historical research into financial contracting suggests that parties often

do not anticipate all the problems that will emerge in a given transaction.

Instead, financial contracts have tended to evolve over time, addressing

new problems as they are discovered. For instance, the protections that

bondholders enjoy have increased over time to address new forms of

opportunistic behavior by corporate managers (Lehn and Poulsen 1992,

Tufano 1997). Similarly, financial innovations have frequently been

repeatedly refined, as the limitations of the initial products become ap-

parent (van Horne 1985, Miller 1986).

The same evolutionary process may be at work in the financing of

young firms. For instance, pioneering venture capitalists in a given coun-

try or industry may not anticipate all the opportunistic ways in which

managers can act (or vice versa). Over time, the agreements governing

the relationships between these parties are likely to evolve to reflect these

concerns.

Contracting Difficulties

An alternative possibility is that the two parties are sophisticated, but

due to the early stage of the project cannot write a contract that covers

every possible contingency. As noted above, numerous economic models

consider incomplete contracting between a principal and an agent.

In these works, a typical assumption is that it is impossible for the two

parties to write a verifiable contract that could be enforced in a court

of law and specifies the effort and final output of the two parties. This is

because there are many possible contingencies, all of which cannot be

anticipated at the time the contract is drafted. Due to this nonverifiability

problem, these models argue that it is optimal for ownership of the proj-

ect to be assigned to the party with the greatest ability to affect the out-

come at the margin. This party, who will retain the right to make the

decisions that cannot be specified in the contract, should also receive

any surplus that results from the project. Because of this incentive, the
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party will make the decisions that maximize—or come close to maximiz-

ing—the returns from the project.

Aghion and Tirole (1994) adapt this general model to the specific set-

ting of financing young firms. In particular, they consider an R&D alli-

ance between an established corporation and a small, research-intensive

firm without financial resources of its own, which cannot borrow any

funds and has no ability to commercialize the innovation itself. Because

the small firm cannot raise financing directly from the public markets, it

turns for financing to a customer—a firm that may intend to use the

product itself or to resell it to others but cannot make the discovery inde-

pendently. (In refinements of the model that will not be discussed here,

the authors allow the young firm to instead choose to finance the project

through a third party, such as a venture capitalist, and to commercialize

the project itself.) The success of the research project is an increasing

function, though at a decelerating rate, of both the effort provided by

the young firm and the resources provided by the customer.

Developing a contract between the two parties is challenging. While

the ownership of the product can be specified in an enforceable contract

and the resources provided by the customer may be so specified, un-

certainty precludes writing a contract for the delivery of a specific inno-

vation. Similarly, an enforceable contract cannot be written that specifies

the level of effort that the young firm will provide.

Aghion and Tirole consider two polar cases: when the young firm has

the ex ante bargaining power and when the customer has this power.

When the young firm has the bargaining power, the ownership of the re-

search output will be efficiently allocated. If the marginal impact of the

young firm’s effort on the innovative output is greater than the marginal

impact of the customer’s investment, then the young firm will receive the

property rights. If not, the young firm will transfer ownership to the cus-

tomer in exchange for a cash payment. This result is similar to that of

Grossman and Hart (1986).

When the customer has the bargaining power, a different pattern

emerges. If it is optimal for the customer to own the project, it will retain

the project. If, however, it would maximize innovation for the property

rights to be transferred to the young firm, the ideal outcome will not be

achieved. In particular, the customer will be willing to transfer owner-

ship, but the cash-constrained young firm will not have enough resources
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to compensate the customer. As a result, an inefficient allocation of the

property rights occurs, with the customer retaining the rights to the

invention.

While this is just one model, we could anticipate that the fundamental

problems delineated above could deter the ideal governance of an entre-

preneurial firm, no matter how sophisticated the parties.

Behavioral Explanations

A third class of explanations may be referred to as behavioral in nature.

In the past decade, financial economists have increasingly appreciated

that rational explanations may not exist for many phenomena, from the

discounts to net asset value at which most closed-end funds trade to the

poor performance of firms after offering equity to the public. As an alter-

native, they have offered behavioral explanations, hypothesizing that

investors may be prone to systematic overoptimism or to shifts in senti-

ment. (For an overview, see the discussion in Shleifer 2000.)

A similar effect may characterize the financing of young firms. The

venture capital industry of many nations appears to have gone through

periods when there were dramatic shifts in the supply of capital available

from institutional and individual investors. These shifts in the fundrais-

ing environment appear to have had profound effects on the investments

made in new firms. That this is not just a phenomenon of the past few

years is clear from many of the chapters in this book.

While there are not any theoretical discussions of this phenomenon

of which I am aware, discussions of such patterns have appeared in

the trade press since at least the 1960s. The first extended discussion,

however, was in Sahlman and Stevenson (1986). The authors chronicle

the exploits of venture capitalists in the disk drive industry during

the early 1980s. Sahlman and Stevenson assert that a type of market my-

opia affected venture capital investing in the industry. During the late

1970s and early 1980s, nineteen disk drive companies received venture

capital financing. Two-thirds of these investments came between 1982

and 1984, the period of rapid expansion of the venture industry. Many

of these companies also went public during this period. While industry

growth was rapid during this period of time (sales increased from $27

million in 1978 to $1.3 billion in 1983), Sahlman and Stevenson ques-

tion whether the scale of investment was rational given any reasonable
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expectations of industry growth and future economic trends.3 Similar

stories are often told concerning investments in software, biotechnology,

and the Internet. The phrase ‘‘too much money chasing too few deals’’ is

a common refrain in the venture capital market during periods of rapid

growth.

Gompers and Lerner (2000) systematically examine one facet of these

claims through a data set of over 4,000 venture investments between

1987 and 1995 developed by the consulting firm VentureOne. They con-

struct a price index that controls for various firm attributes that might

affect firm valuation, including firm age, stage of development, and in-

dustry, as well as the inflow of funds into the venture capital industry.

In addition, they control for public market valuations through indexes

of public market values for firms in the same industries and average

book-to-market and earnings-to-price ratios.

The results support contentions that a strong relation exists between

the valuation of venture capital investments and capital inflows. While

other variables also have significant explanatory power—for instance,

the marginal impact of a doubling in public market values was between

a 15 and 35 percent increase in the valuation of private equity transac-

tions—the inflows variable is significantly positive. A doubling of inflows

into venture funds leads to between a 7 and 21 percent increase in valu-

ation levels.

The results are particularly strong for specific types of funds and funds

in particular regions. Because funds have become larger in real dollar

terms, with more capital per partner, many venture capital organizations

have invested larger amounts of money in each portfolio company. Firms

have attempted to do this by moving to finance later-stage companies

that can accept larger blocks of financing. Similarly, because the majority

of money is raised in California and Massachusetts, competition for

deals in these regions should be particularly intense, and venture capital

inflows may have a more dramatic effect on prices in those regions. The

results support these contentions. The effect of venture capital inflows is

significantly more dramatic on later-stage investments and investments in

California and Massachusetts.

They also examine whether increases in venture capital inflows and

valuations simultaneously reflect improvements in the environment for

young firms. If shifts in the supply of venture capital are contemporane-
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ous with changes in the demand for capital, their inferences may be

biased. Success rates—whether measured through the completion of

an initial public offering or an acquisition at an attractive price—did

not differ significantly between investments made during the early 1990s,

a period of relatively low inflows and valuations, and those of the boom

years of the late 1980s. The results seem to indicate that the price

increases reflect increasing competition for investment.

On a more speculative level, it may be possible that the tremendous

concentration of the firms backed by venture capitalists is also problem-

atic in terms of social welfare. Several models argue that institutional

investors frequently engage in ‘‘herding’’: making investments that are

too similar to one another. These models suggest that a variety of

factors—for instance, when performance is assessed on a relative, not

an absolute, basis—can lead to investors’ obtaining poor performance

by making too similar investments. (Much of the theoretical literature is

reviewed in Devenow and Welch 1996.) As a result, social welfare may

suffer because value-creating investments in less popular technological

areas may have been ignored.

Illustrations of These Phenomena

In this final section, I present two case studies that illustrate these phe-

nomena. These examples, drawn from recent research projects, illustrate

how the problems of financing and governing young firms can be over-

come, as well as the barriers that remain. In this way, I hope to make

the somewhat abstract-sounding typology of problems in the previous

section more tangible.

Case Study 1: Biotechnology Alliances in the United States

Biotechnology research has numerous features that resemble the setting

depicted in the theoretical literature on incomplete contracts.4 Biotech-

nology projects, particularly early-stage efforts, are highly complex and

uncertain, making it very difficult to specify the features of the product

to be developed. As one biotechnology executive relates: ‘‘Redefining

the work when the unexpected happens, as it invariably will, [is essen-

tial]. Research is by its very nature an iterative process, requiring con-

stant reassessment depending on its findings. If there is a low risk of
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Table 10.1
Characteristics of the sample

Variable Mean Median SD Minimum Maximum

Basic characteristics

Date of alliance July 1991 Mary 1992 3.1 years January 1980 December 1995

Minimum length of alliance (years) 3.91 3.00 3.14 0.92 31.00

Stage of product at time of alliance

Discovery/lead molecule 0.63 0 1

Preclinical development 0.14 0 1

Undergoing regulatory review 0.22 0 1

Approved for sale 0.01 0 1

Focus of alliance

Human therapeutics 0.92 0 1

Human diagnostics 0.04 0 1

Agricultural or industrial applications 0.04 0 1

Condition of biotech equity markets

Total public equity raised in prior quarter 402.86 184.04 467.31 0.00 1,699.87

Total public equity raised in prior year 1,600.42 1,150.67 1,323.35 0.00 4,832.43

Biotech index at end of prior quarter 1.67 1.61 0.46 0.91 2.75

Financial position of financing firm

Revenues in prior year 6,420.52 4,210.80 8,103.25 0.09 48,959.37

R&D expenditures in prior year 562.36 398.46 536.35 2.68 2,075.79

Net income in prior year 562.82 353.33 614.91 �457.44 2,231.98

Cash and equivalents at end of prior year 913.92 538.30 1,038.30 0.70 4,938.42
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Total assets at end of prior year 6,902.54 4,564.25 7,448.66 5.24 35,253.06

Shareholders’ equity at end of prior year 3,449.73 2,216.58 3,669.47 0.22 17,504.68

Financial position of R&D firm

Revenues in prior year 9.92 1.29 40.31 0 494.57

R&D expenditures in prior year 11.17 5.57 21.32 0 229.11

Net income in prior year �11.13 �4.99 30.75 �284.06 47.69

Cash and equivalents at end of prior year 25.89 7.36 59.49 0 554.24

Total assets at end of prior year 48.24 18.04 119.95 0.49 1,325.02

Shareholders’ equity at end of prior year 33.44 14.26 88.62 �17.08 1,021.88

Patent holdings of R&D firm

Total patent awards 5.32 0 14.44 0 114

Patent awards related to alliance 1.14 0 7.80 0 102

Note: The sample consists of 200 technology alliances initiated between biotechnology and pharmaceutical companies or between
biotechnology firms in the 1980–1995 period. The table summarizes the financial market conditions around the time of the alliance
and the characteristics of the firms in the alliance. The date variable is expressed as a decimal (e.g., July 1, 1995, is coded as
1995.5). The stage of product measures are all dummy variables. The public equity raised and financial position variables are
expressed in millions of 1995 dollars. The biotechnology index reflects inflation-adjusted public equity values and is normalized
to 1.0 on January 1, 1978.
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Table 10.2
Percentage of alliances allocating control rights to the firm financing the R&D
activity

Control Right
1980–
1987

1988–
1990

1991–
1992

1993–
1995

Total
sample

Key aspects of alliance management

1. Right to manage clinical trials 64% 62% 46% 62% 57%

2. Right to undertake process
development

4 3 9 11 8

3. Right to manufacture final
product

50 66 66 64 63

4. Right to market universally 89 53 69 63 67

5. Right to market product alone 96 91 82 68 80

Determination of alliance scope

6. Right to expand alliance 7 9 7 15 10

7. Right to extend alliance 32 25 21 18 22

8. Right to terminate alliance
without cause

46 50 33 18 32

9. Right to terminate particular
projects

11 12 12 11 12

10. Right to sublicense 18 25 31 23 26

11. Right to license after expiration/
termination

39 41 54 41 45

12. Right to shelve projects 96 94 99 86 93

Control of intellectual property

13. Ownership of patents 18 6 7 10 10

14. At least partial patent ownership 71 56 73 78 72

15. Control of patent litigation 29 25 22 25 25

16. Right to know-how transfer 54 28 43 51 45

17. Ownership of core technology 11 0 9 5 6

18. Right to delay publications 14 22 33 51 35

19. Right to suppress publications 32 9 16 19 18

Governance structures

20. Control of top project
management body

7 12 3 5 6

21. Seat on R&D firm’s board 14 34 15 23 21

22. Equity in R&D firm 32 56 45 62 51

23. Right to participate in R&D
firm’s financings

18 34 21 15 20

24. Right to register R&D firm’s
stock

18 25 36 33 30
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unexpected findings requiring program reassessment, then it is probably

not much of a research program’’ (Sherbloom 1991, pp. 220–221).

Similarly, the complexity and unpredictability of the research present

challenges in drafting an enforceable agreement that specifies the contri-

butions of the young firm. In particular, firms that contract to perform

R&D in alliances frequently have ongoing research projects of their own,

in addition to the contracted efforts. In case of a dispute, it may be very

difficult for the financing firm to prove that the new firm has employed

alliance resources to advance projects that are not part of the alliance.5

When we analyze the way in which alliances with new biotechnology

firms are governed, we see evidence quite consistent with incomplete con-

tracting theory. To illustrate this, I present an analysis of the allocation

of control rights in a sample of 200 alliances between two biotechnology

firms or between a biotechnology and pharmaceutical firm. In particular,

I identify the twenty-five rights that the firm providing the bulk of the

financing (which is typically much larger than the smaller firm) demands

in at least 5 percent of these agreements. Table 10.1 highlights the dis-

crepancy in size between the firms that provide the financing and those

undertaking the bulk of the research. Table 10.2 summarizes the key

control rights.

Table 10.3 presents the critical regression analyses. I seek to explain

the number of control rights, using as explanatory variables the number

Table 10.2
(continued)

Control Right
1980–
1987

1988–
1990

1991–
1992

1993–
1995

Total
sample

25. Ability to make public equity
purchases

89 81 81 66 76

Mean number of control rights in
each agreement

9.6 9.2 9.3 9.2 9.3

Number of observations 28 32 67 73 200

Note: The sample consists of 200 technology alliances initiated between biotech-
nology and pharmaceutical companies or between biotechnology firms in the
1980–1995 period. The table divides the tabulations into four chronological
periods. The mean number of control rights is the average number of control
rights (out of the possible twenty-five) included in alliances in each subperiod.
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Table 10.3
Regression analysis of the control rights allocated to the funding party in biotechnology alliances

Independent variables Using OLS Specification Using Ordered Logit Specification

A: Dependent variable is Number of Control Rights Out of 25 Rights

R&D firm’s patent awards related to alliance 0.08 [2.16] 0.08 [2.27] 0.06 [2.05] 0.04 [1.43]

Total public equity raised in prior quarter 0.001 [0.00] �0.01 [0.03]

Biotech index at end of prior quarter �0.31 [0.80] �0.24 [0.82]

R&D firm’s shareholders’ equity at end of prior year �11.44 [3.47] �11.31 [3.79]

R&D firm’s total assets at end of prior year �8.16 [3.53] �6.70 [3.25]

Constant 9.59 [38.89] 10.12 [14.84]

F-statistic 4.21 4.55

w2-statistic 15.50 14.47

p-value 0.01 0.00 0.00 0.00

Adjusted R2 0.05 0.06

Log likelihood �401.47 �393.47

Number of observations 180 176 180 176

B: Using Interaction Terms

R&D firm’s patent awards related to alliance 0.19 [3.45] 0.20 [3.49] 0.13 [3.09] 0.13 [3.18]

Total public equity raised in prior quarter 0.03 [0.07] 0.02 [0.08]

Biotech index at end of prior quarter �0.31 [0.79] �0.23 [0.78]

R&D firm’s shareholders’ equity at end of prior year �7.18 [1.97] �6.21 [1.82]

R&D firm’s total assets at end of prior year �5.38 [2.14] �3.93 [2.03]

Patent Awards � Shareholders’ Equity �0.17 [2.57] �0.16 [1.92]

Patent Awards � Total Assets �0.13 [2.64] �0.13 [2.10]
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Constant 9.41 [37.11] 9.93 [14.72]

F-statistic 4.91 5.28

w2-statistic 22.24 23.25

p-value 0.00 0.00 0.00 0.00

Adjusted R2 0.08 0.09

Log likelihood �398.10 �389.08

Number of observations 180 176 180 176

Note: The sample consists of 200 technology alliances initiated between biotechnology and pharmaceutical companies or between
biotechnology firms in the 1980–1995 period. The dependent variable is the number of control rights included in each alliance out
of the twenty-five rights appearing in between 5 and 95 percent of the alliances. The public equity raised and the financial position
variables are in billions of 1995 dollars. The biotechnology index reflects inflation-adjusted public equity values and is normalized
to 1.0 on January 1, 1978. The dummy variable for early-stage alliances is coded as 1.0 for projects in the discovery through
preclinical research phase. The second panel includes interaction terms between the patent counts and the financial variables. The
constant terms are not reported for the ordered logit regressions. Absolute t-statistics in brackets.
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of patent awards to the R&D firm in fields related to the alliance, the to-

tal amount of equity collectively raised by biotechnology firms from the

public markets in the previous quarter, an index of biotechnology equity

valuations, and two measures of the financial resources of the R&D firm

(shareholders’ equity and total assets).

In each case, the coefficients on the measures of the financial condition

of the firm are significantly negative, at least at the 95 percent confidence

level. When the R&D firm is in a stronger financial position, it retains

more of the control rights in the alliance. The coefficients suggest that

these considerations have a significant economic impact. For example,

in the first regression in panel A, a one-standard-deviation increase in

the R&D firm’s shareholders’ equity at the mean of the independent

variables leads to an 11 percent drop in the predicted number of control

rights assigned to the financing firm, declining from a predicted 9.3 to

8.3.

The results concerning the maturity of the project are also in the pre-

dicted direction. As reported in panel A, the coefficient on the number of

patents is positive. R&D firms entering into alliances with strong patent

positions (where we may anticipate that much of the initial research is

already completed, the relative contribution of the R&D firm to the alli-

ance will be more modest, and the writing of an enforceable contract

covering outcomes and effort will be easier) are assigned fewer control

rights. At the mean of the independent variables in the first regression

in panel A, a one-standard-deviation increase in the number of related

patent awards to the R&D firm at the time of the alliance leads to an in-

crease from 9.3 to 9.9 rights assigned to the financing firm.

In panel B, we add an interaction between the number of related

patent awards and the shareholders’ equity or the total assets of the

R&D firm. The interaction term is significantly negative. The R&D

firm’s additional patents are associated with more control rights being

assigned to the financing firm, but only when the R&D firm has few fi-

nancial resources. If the R&D firm has more financial resources, a stron-

ger patent position leads to the R&D firm’s ceding fewer control rights.

This finding may be considered the strongest evidence for the presence of

financial effects on the allocation of control rights. While there may be

alternative explanations for why patents should lead to more or fewer
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control rights being assigned to the financing firm, they would be hard-

pressed to explain this interaction pattern.

Thus, the results suggest a two-sided view of corporate alliances as a

way to fund and govern young firms. On the one hand, the governance

of these alliances on the whole is consistent with maximizing the pursuit

of innovation. On the other hand, the difficult environment sometimes

precludes structuring the ideal agreement.

Case Study 2: Venture Capital Contracts in Asia

A second illustration is the evolution of contracts between venture

capitalists and entrepreneurs in Asia. These agreements appear to have

included increasing provisions that defend the rights of the venture capi-

talist, consistent with the suggestion that investors have become more so-

phisticated and learned about the kinds of problems that can emerge in

these settings.

Anecdotal accounts suggest that these agreements in the 1980s and

early 1990s were quite simplistic. In many cases, the venture groups

appear to have purchased common stock, which gave them no special

control rights. This was particularly problematic when the firm pur-

chased a minority stake. Even when preferred stock was purchased,

accounts suggest that these agreements were frequently short and

contained few protections for the investors. In fact, in many cases, no

board seats were granted to the investors. (For discussions of these

patterns, see, for instance, Vonk 1988, Chia and Wong 1989, Green

1991, Whyte 1996, and frequent discussions in the Asian Venture Capi-

tal Journal.)

Observers attributed this failure to secure control rights to two factors.

First, many Asian entrepreneurs were unfamiliar with private equity and

thus resisted ceding control vigorously. (The venture capital groups were

so young that they had not had time to create a reputation for fair deal-

ing, which might have overcome these objections.) Second, many of

the organizations themselves had grown out of merchant banks, which

typically invested in relatively mature companies, whether already-public

concerns or private companies that were due to shortly complete an

initial public offering. While the companies in which the venture groups

invested were frequently riskier and less transparent, the fund managers
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did not always realize that these differences necessitated demanding much

stronger control rights.

These agreements appear to have become increasingly sophisticated

over recent years. This is illustrated in a comparison of nineteen recent

Asian venture capital stock purchase agreements (from China, Malaysia,

the Philippines, South Korea, and Taiwan) with the sample of U.S. ven-

ture capital transactions assembled by Kaplan and Stromberg (2000). As

in that article, I approached a number of leading private equity groups

and asked them to submit documentation of representative transactions

that they had undertaken in recent years. I asked them to include a typi-

cal mixture in terms of stage, industry, and ultimate success (insofar as it

could be determined).

The summary statistics concerning these agreements is in table 10.4.

One difference is the substantially larger size of the Asian transactions.

This reflects, in part, the differences in the definition of venture capital

in the two regions. In the United States, the term venture capital typically

is not used to describe consolidation, restructuring, and certain other

Table 10.4
Summary statistics of Asian and U.S. venture capital transactions

Asian sample U.S. sample

Number of observations in sample 19 200

Year of financing

Mean 1998 NA

Median 1999 1997

Size of financing

Mean 74.4 7.1

Median 44.1 4.8

Share of equity purchased

Mean 40.2% 47.6%

Median 45.0% 47.9%

Note: Four leading private equity groups provide the Asian sample; the U.S.
sample is from Kaplan and Stromberg (2000). The financing size variable is in
millions of 2000 dollars. The equity ownership in each case is the minimum
amount (before any contingencies for nonperformance).
NA ¼ This information cannot be determined.
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later-stage investments. Instead, they are typically described as private

equity transactions. Outside the United States, this distinction is fre-

quently not made: the terms venture capital and private equity are used

interchangeably.

Table 10.5 compares the provisions regarding the governance of these

agreements. The most striking pattern is the absence of differences, par-

ticularly in regard to the most critical aspect of control: service on the

board (see the discussion in Lerner 1995.) As panel A reports, the pre-

sence of venture capitalists on the boards of Asian firms—on both an ab-

solute and percentage basis—does not appear to differ significantly from

their U.S. counterparts at the end of this period.

Table 10.5
Governance provisions on venture capital transactions

Asian sample U.S. sample

A. Board-related provisions

Percentage with VC board seat 84% 95%

Of those with board seats

Number of seats granted

Mean 2.7 2.5

Median 3.0 NA

Venture capital share of board of directors

Mean 39.5% 41.4%

Median 40.0%

B. Presence of other contractual provisions

Mandatory redemption provision 37% 84%

Antidilution provision 42% 95%

Approval required for:

New equity issues by firm 37% 66%

Large expenditures by firm 53% 56%

Transfer of managers’ equity holdings 37% 62%

Note: The Asian sample consists of nineteen transactions by four private equity
groups; the U.S. sample, 200 transactions by fourteen groups (from Kaplan and
Stomberg 2000). The board representation corresponds to that after immediately
after the financing, not that if the firm fails to meet its financial or operating tar-
gets. The last three entries in Panel B for the United States are taken from the
sample of fifty agreements discussed in Gompers (1998).
NA ¼ This information cannot be determined.
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Panel B reports on other control-related provisions.6 Here some differ-

ences remain: in particular, the U.S. firms are substantially more likely to

successfully demand a variety of provisions that reinforce their holdings.

But even so, the contrast to the absolute lack of these protections that

discussions suggest characterized the Asian venture capital industry in

the 1980s is still quite striking.

In short, the experience of Asian venture capital investing investments

appears to be illustrative of the discussion of evolution above. Initially,

anecdotal accounts suggest that they did seek adequate control provi-

sions. Over time, however, the need for such provisions has been appre-

ciated, as the analyzed transactions highlight.

More generally, Antoinette Schoar and I (2005) are examining the

evolution of private equity transactions in developing countries across

the world. This research shows that the choice of security employed

appears to be driven by the setting of the firm. Investments are far less

likely to employ common stock, and somewhat more likely to employ

convertible securities, in common law and high-GDP nations. In nations

where property rights are less established, private equity groups empha-

size equity holdings. They are likely to rely on majority ownership of the

firm’s equity in order to ensure control.

Conclusions

This chapter has sought to take a systematic look at the process through

which young firms are financed. Contrary to the often overly optimistic

view of entrepreneurs, young firms often pose substantial risks to poten-

tial financiers. To address these risks, those who invest in these firms,

such as venture capitalists and corporations, have developed substantial

tool kits to address these problems. This chapter systematically cata-

logues both the problems and the solutions.

At the same time, professional investors are not universally successful.

In particular, several common problems emerge to limit the effective-

ness of these investors. Through discussion of economic theory and two

empirical case studies, I have sought to illustrate both the strengths and

the limitations of the investors who dare to operate in this challenging

arena.
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This chapter was prepared for the Social Science Research Council’s Project on
Financing Major Innovations. I thank several Asian private equity groups for
contributing private placement data, Philip Bilden of HarbourVest Partners for
providing introductions to these groups, and Mark Edwards of Recombinant
Capital for the biotechnology alliance data. Ken Sokoloff provided helpful com-
ments. Trang Tran provided research assistance. I thank Harvard Business
School’s Division of Research for its financial support.

1. The next two sections are based in part on Gompers and Lerner (1999, 2001)
and Lerner (2000).

2. For instance, in almost all nations, trade secrets offer exceedingly narrow
intellectual property protection, protecting only against misappropriation. This
term is defined as ‘‘the acquisition of a trade secret by a person who knows
or has reason to know that the trade secret was acquired by improper means’’
(Milgrim 1993). Thus, a firm cannot sue a rival who discovers its trade secret
independently or through reverse engineering (the disassembly of a device to dis-
cover how it works). This is unlike patent protection, which allows the awardee
to prosecute others who infringe, regardless of the source of the infringers’ ideas.
Pooley (1989) notes that very few ‘‘naked’’ trade secret licenses are observed,
suggesting that the information covered only through this very narrow property
right is difficult to transfer in an arm’s-length exchange.

3. Lerner (1997) suggests, however, that these firms may have displayed behav-
ior consistent with strategic models of technology races in the economics litera-
ture. Because firms had the option to exit the competition to develop a new disk
drive, it may have indeed been rational for venture capitalists to fund a substan-
tial number of disk drive manufacturers.

4. This analysis is discussed in more detail in Lerner and Merges (1998) and
Lerner, Shane, and Tsai (2003).

5. At the same time, biotechnology alliances present a more complex picture
than many incomplete contract models. Typically, these models assume a one-
time contracting process between the two parties. In reality, pairs of firms under-
take repeated sets of alliances on different topics. These prior interactions may al-
low firms to develop reputational capital and at least partially address some of
the contracting problems.

6. Kaplan and Stromberg (2000) do not report on a number of control provi-
sions of interest. Consequently, I use the tabulations in Gompers (1998) for the
final three rows of panel B. Gompers analyzes a smaller sample of fifty contracts,
but considers a broader array of measures.
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11
Real Effects of Knowledge Capital on Going

Public and Market Valuation

Michael R. Darby and Lynne G. Zucker

Major technological innovations are extremely important for the success

of a high-technology firm, particularly innovations that other firms can-

not easily emulate, either because of broad patent protection or because

of natural excludability, often the result of important tacit knowledge

underlying the technology that is unavailable to potential emulators.

These constitute the main parts of a firm’s knowledge capital. Firms

exploiting such legal or natural excludability enjoy a higher probability

of going public and a higher rate of return until other firms are able to

catch up or overtake the firm’s growing technology portfolio with similar

or more advanced technologies.

We argue that the strong, positive effects of access to knowledge capi-

tal on firm performance alter the financial prospects of the firm, making

it easier to find capital and to obtain it in larger amounts. In this chapter,

we show that this is true of early funding by venture capitalists, of fund-

ing through an initial public offering (IPO), and later market returns.

Since firms with collaborating relationships with star scientists are more

likely to go public, previous studies that have excluded firms that do not

go public seriously underestimate the total effects of stars on financial

success of firms. Here, we investigate the full process, from birth to IPO

to later financial market performance, of a substantial portion of those

dedicated biotechnology firms that ever go public through 1992. We

end observations at that time in order to have patent citation data for

the following five years to allow reliable estimation.

Our approach adds indicators for knowledge capital, generally viewed

as intangible capital in financial analyses of firms. What is new in this

chapter is that we now quantify the effects of knowledge capital on the
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bottom line of firms’ market performance, effectively pricing the value of

several forms of knowledge capital. Early in commercialization, we have

found significant effects of knowledge capital on the birth of new bio-

technology and nanotechnology firms and on the number of products in

development in biotech, but it can be argued that the acid test is a finan-

cial market one, a test that becomes possible only at later stages of a new

high-technology industry’s development.

After we present the theoretical approach, we detail the data used,

present the empirical results on IPOs, follow the firms that go public to

examine their subsequent stock price performance, and end by offering

our conclusions.

Theoretical Approach

Our theoretical approach to determinants of financial market success

rests on two fundamental conceptualizations. First, metamorphic prog-

ress can create new industries and transform old and is often fueled by

discontinuities in knowledge derived from basic science breakthroughs

(Darby and Zucker 2003). Second, knowledge capital, considered intan-

gible in commercial accounting frameworks, has both tangible and mea-

surable consequences on firm founding and performance. We argue that

these effects of knowledge capital are driven by natural excludability

based on tacit knowledge that often results from breakthrough, discon-

tinuous, scientific discoveries.

Most firms achieve perfective progress, incrementally improving com-

modities or productivity. But technological progress is concentrated in a

few firms achieving metamorphic progress: forming or transforming

industries with technological breakthroughs. Literally hundreds, if not

thousands, of firms entered each time to exploit such breakthroughs as

the internal combustion engine, the integrated circuit, biotechnology,

and, most recently, nanotechnology. Biotechnology is characteristic of

many industries born based on scientific or technological breakthroughs

that make it possible to do what was before impossible or impossibly

uneconomical.1 Unless congruent with incumbents’ science and technol-

ogy base, metamorphic progress promotes entry.
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Scientific breakthroughs embodied in discovering scientists, protected

by natural excludability, and transferred by learning-by-doing-with at

the bench generally drive metamorphic progress. Embodied knowledge

is rivalrous and leads to entry and industry dominance by star-scientist-

linked firms. It is often complemented and reinforced by formal intellec-

tual property rights, particularly patents. We use knowledge capital to

refer to the distinctive collection of know-how and know-why that gives

a particular high-technology firm its value.

As the industries mature and rapidly grow, a relatively small number

of firms grow rapidly, while most stagnate, shrink, or exit through

merger or failure. The entrant biotech firm must win or at least place in

repeated rounds of beauty contests if it is to attract sufficient funding

from angel investors, venture capitalists, and ultimately public investors

to fund the long years of research and clinical trials that typically lie be-

tween brilliant idea and marketed, revenue-producing product. The firms

that will be most successful in passing through rounds of financing and

simultaneously achieving sufficient R&D success to be an attractive con-

testant will be those with the most valuable knowledge capital.

For private firms, we do not have the rich data sets available for public

firms, but our previous work has identified some key variables that serve

as useful indicators of a high-quality knowledge capital and of interim

progress toward ultimate profitability. The single most powerful indica-

tor of ultimate success is the active working involvement of star scientists

who, although small in number, are responsible for a large fraction of

the most important discoveries. When these scientists become involved

in commercializing their discoveries, they frequently have the insight

and scientific taste to identify the sweet spot where scientific possibility

and economic payoff are combined. We have found that articles auth-

ored by star scientists either with or as firm employees is powerful evi-

dence of that involvement with strong predictive value for the success of

the firm’s R&D program. Other such indicators of knowledge capital

will be detailed in the next section.

We also expect that the firm’s history of receiving venture capital

investments will have a positive impact on the probability of the firm’s

going public. First, venture capitalists are investors themselves, and their
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funding connotes their expectation that they will be able to exit after a

few years through a successful public offering. Their investment and due

diligence also provide a behavioral signal on which uninformed investors

can cascade (Banerjee 1992; Bikhchandani, Hirshleifer, and Welch 1992;

Welch 1992).

As is well known, there are waves, or windows, in which financing of

particular technologies is in vogue and IPOs are particularly favorable

for firms that are ready to go in terms of a technology at least reasonably

proven in the laboratory. We thus expect firms more likely to go public

in periods following rapid increases in biotech stock prices.

IPOs for high-technology firms are things of remarkable beauty.

Investors provide large amounts of money to firms with few employees

and relatively few assets beyond some lab equipment and the brains of

the personnel represented by accumulated losses that have proven—

more or less—the plausibility of the firm’s nascent technology succeeding

in the market. Investors in these firms seek to diversify their portfolios in

the hope that two or three winners will much more than compensate for

the inevitable forty or fifty losers. Not surprisingly, a significant minority

of IPOs involve firms that are more or less fraudulent. We hypothesize

that investors will foresee this possibility and provide more funding to

firms in which star scientists are involved in bench-level science for the

firm (indicated for us by joint publications) than merely lending their

name to a scientific advisory board.

Aghion and Tirole (1994) provide a more general analysis of why

investors would place a higher value on firms in which the research prin-

cipals are deeply involved. Deeds, Decarolis, and Coombs (1997) give a

signaling interpretation to their finding that proceeds increase with the

number of citations to publications authored by the full-time executives

and employees of the firm. Stephan and Everhart (1998) confirm for two

years of IPOs the value of highly cited scientists associated with the firm.

We have emphasized the importance of having the best scientists to the

real productivity of the firm’s research and development efforts (Zucker,

Darby, and Armstrong 1998; Darby, Liu, and Zucker 2004).

Without necessity to choose among these motivations here, we hypo-

thesize that the amount of IPO proceeds raised if and when the firm goes

public will be greater the deeper the knowledge capital of the firm is.
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We also expect that the firm’s history of receiving venture capital

investments and hot market conditions indicated by prior high biotech

returns will have positive impacts on the amount the firm is able to raise

for very much the same reason that each factor increases the probability

that the firm goes public.

One other factor that should affect the probability of making an IPO is

whether the firm has been organized from the beginning with making an

IPO as an important intermediate goal or instead aims at remaining a

moderately sized, privately owned business or perhaps achieving proof

of concept and being purchased by a large firm. Romanelli (1991)

reviews the largely supportive evidence for the organizational imprinting

hypothesis: firms tend to reflect the environments in which they were

born and embody the intentions of their founders. A homier version

derived from our fieldwork is that a number of firms were founded in

frank imitation of the IPO success of a nearby colleague, possibly a per-

sonal rival. Our study adds further empirical evidence in support of or-

ganizational imprinting.

Data

This chapter is unique in beginning with a universe of nonpublic firms

and analyzing the determinants of the probability a firm will go public

in a given year and, if it does, the amount of capital that it raises in the

IPO. Deeds, Decarolis, and Coombs (1997) and Stephan and Everhart

(1998) have previously examined the amount raised in biotech IPOs for

those firms that go public during their time frame; we are able to add to

and improve on their analyses in several ways. First, because of our rich

data resources from the larger biotechnology project, we examine all

IPOs occurring over a much longer period than could either of those re-

search teams. Second, because we have the universe of private firms, we

are able to apply the Tobit technique to properly estimate the funding

amounts conditional on the probability that a firm goes public.

Finally, and most important, we have much more information on the

scientists involved in firms and are able to identify publications with star

scientists that are joint with the firms. These joint publications identify

the labor effort that has been moved over to the firm by top scientists—
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those who have made breakthrough discoveries in genetic sequencing.2

The importance of this labor effort has been documented in a series of

substantive analyses, predicting a wide variety of performance measures

from patents and products to employment growth. In our most recent

analyses, we examine publications joint with firm scientists by all scien-

tists in the relevant science areas and by the stars (Zucker, Darby, and

Armstrong 2002). We find that stars’ joint publications provide a signif-

icant increment above the significant positive effect of all scientists who

are copublishing with firm scientists on a variety of performance mea-

sures, especially strong and consistent in panel analyses.

Table 11.1 reports descriptive statistics for the variables used in our

empirical analyses. Part A of that table pertains to the variables used to

explain the duration of time from birth to IPO for a private biotechnol-

ogy firm, as well as the amount raised in the IPO. Section B of the table

pertains to the variables used in the analysis of stock price behavior of

those biotech firms that went public between 1976 and 1992. The struc-

ture of this section corresponds to the table.

Data for IPO Analysis

Estimating the probability that private firms go public is inherently data

constrained since by definition, they are under no compulsion to make

public disclosures in the systematic and detailed ways that public firms

must. However, a surprising amount of information can be gained by

coding the data contained in commercial directories that serve to attract

customers and by matching to these data information on recipients of

venture capital, assignees of patents, and affiliations of authors of scien-

tific papers covering areas closely related to the firms’ technologies. Since

1988 we have been building a matched, linked, and cleaned database for

examining the interaction among firms, universities, research institutes,

and scientists involved in biotechnology.3

The use of modern biotechnology mushroomed from nonexistent in

1975 to over 700 firms by 1990 in the United States alone. Of those

firms, some 512 were new entrants (new biotech firms), most of which

were attempting to apply the new bioscience breakthroughs to create

commercially valuable products and to go public, ensuring the survival

of the firm and wealthy founders and early investors. By 1992, 162 of
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Table 11.1
Descriptive statistics

Variable Mean SD
Mini-
mum

Maxi-
mum N

A. IPO analysis

Knowledge capital

Star-Firm Articles to Date 0.010 0.23 0 9 3,675

Patents Granted with Applica-
tion to Date

0.027 0.25 0 8 3,675

Use of rDNA Technology by
Firm

0.42 0.49 0 1 3,675

Local Top-Quality Universities 1.23 1.13 0 3 3,675

Number of SBIR Grants to Date 0.031 0.21 0 5 3,675

Firm strategy indicator

IPOs/Private NBFs in Year and
Region Firm Born

0.064 0.056 0 0.17 3,675

Market indicators

Biotech Returns Two Years
Prior

0.21 0.35 �1.65 1.03 3,675

Biotech Returns One Year Prior 0.37 0.62 �1.65 2.05 3,675

Capital raised

IPO Proceeds Raised by Firm 2.18 6.88 0 7,997 3,675

Firm Has Received Venture
Capital

0.22 0.41 0 1 3,675

Rounds of Venture Capital
Received

0.63 1.55 0 13 3,675

B. Stock price analysis

Knowledge capital

R&D Stock—expenses cumu-
lated subject to 20 percent
depreciation

19.73 48.80 0.0033 623.114 717

Star-Firm Articles to Date/R&D
Stock

0.084 0.46 0 9.00 717

Citations to Patents Granted
with Application to Date/R&D
Stock

0.72 2.68 0 29.51 717

Claims in Patents Granted with
Application to Date/R&D Stock

6.79 20.40 0 301.85 717

Use of rDNA Technology by
Firm

0.60 0.49 0 1 717

Local Top-Quality Universities 1.49 1.12 0 3 717
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these firms had traded publicly, including 156 (30.5 percent of the

512 entrants) that made an IPO.4 On average firms were in the at-risk

population for 7.18 years before exiting by IPO or otherwise or right-

censoring after 1992, making for a total of 3,675 firm-year observations.

We identified which firms went public, the date of IPOs, and the pro-

ceeds raised using Bioscan (1989–1997), its precursor Cetus Corp.

(1988), the IPO Reporter, and the Securities Data Company (1998a)

Global New Issues online electronic database. Moody’s manual and pur-

chased copies of the IPO prospectus were used to resolve a few instances

of conflict among these sources. In sum, 512 firms were present for one

or more years in our at-risk population for going public, and 156 of

those firms exited the at-risk population via an IPO.

Measures of the Firm’s Knowledge Capital

Table 11.1.A lists five measures or indicators of a firm’s knowledge cap-

ital for which we were able to obtain data. The first of these, Star-Firm

Articles to Date, is a count of articles written by star scientists as or with

Table 11.1
(continued)

Variable Mean SD
Mini-
mum

Maxi-
mum N

Age variables

Age—number of years the firm
has been in biotech

6.87 3.13 0 16 717

Age of the Biotech Industry
(year—1975)

12.06 2.93 1 16 717

Financial variables

Market Value of Firm Equity 155.05 508.30 0.29 7,334 717

Book Value of Firm’s Total
Physical Assets

49.14 104.44 2.00 979.56 717

Debt Level of Firm 6.58 18.94 0.04 292.19 717

Maturity of Debt (McCauley
Duration)

1.29 0.43 1.00 4.32 717

IPO Lead Underwriter
Reputation Rank

6.07 3.23 1 9 717

Short-Term Interest Rate
(6-month T-bill rate)

0.067 0.20 0.036 0.14 717

Note: Dollar values are given in millions of 1984 U.S. dollars.
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the firm’s employees, counting each such article once for each star author

on it. Zucker and Darby (1996) defined a star as one of the 327 most

productive biotech researchers in the world defined as those who had

discovered over forty genetic sequences or published twenty or more

articles reporting genetic sequence discoveries by April 1990 (GenBank

1990). We hand-collected all the stars’ sequence discovery articles and

identified all the authors and their affiliations on each article. Zucker,

Darby, and Armstrong (1998) showed that a cumulative count of the

‘‘tied’’ articles written by stars either as employees or with employees of

the firms is an accurate indicator of the extent of their involvement in the

actual research of the firm and hence an excellent predictor of the firm’s

eventual success. We use the current Zucker-Darby biotechnology data-

base, which includes over 2,000 more articles by these stars that have

been collected based on genetic sequence discoveries reported in Gen-

Bank (1994), and so are able to compute and cumulate the number of

star-firm articles for each of the firms through 1992.

Patents granted are often used as an indicator of R&D productivity,

although it is often remarked that it may be a better indicator of past

R&D expenditures than production of valuable innovation (Griliches

1990). Since we do not have a history of R&D expenditure data avail-

able for the private firms in our at-risk population, this collinearity may

be a blessing despite implying some difficulty in interpretation. For this

chapter, we obtained the patent data for each biotech firm from the U.S.

Department of Commerce (1993) CD-ROM Patent Technology Set: Ge-

netic Engineering, produced by the Office of Electronic Information

Products and Services of the U.S. Patent and Trademark Office. The Pa-

tent Technology Sets include patents issued through January 26, 1993,

and included in the above classifications as of June 29, 1993. We

counted the number of patents granted to the firm using year of applica-

tion date through 1991. We used year of application because the work

underlying the patent had by then been done and would be available for

disclosure (and normally would be disclosed) to the financial markets in

the event of an IPO. We also calculated the total patents applied for by

each firm from 1976 to 1991 that were later granted.

A simple indicator of the level of technological sophistication of a bio-

tech firm in the 1980s was whether it was actively using the recombinant

DNA (rDNA) technology, also referred to as genetic engineering. We
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coded (1 yes, 0 no) whether the firms reported using the recombinant

DNA technology (rDNA) in BioScan, the leading commercial directory

of biotech-producing firms, or were licensed by Stanford and the Univer-

sity of California to do so. This rDNA technology is a marker of a high-

science firm.

The presence of nearby top-quality universities appears to be a valu-

able knowledge resource to a firm, although it is not clear whether this

represents the presence of stars unidentified by our empirical definition,

geographically localized knowledge spillovers, or the pecuniary external-

ities inherent in subsidized training of labor and geographic agglomera-

tions generally. There are twenty U.S. universities with biotech-relevant

departments receiving the highest ratings (rated above 4 on a scale of 5)

on overall scholarly quality as reported in the 1982 National Academy

of Sciences’ reputational survey of doctoral programs (Jones, Lindzey,

and Coggeshall 1982).5 Biotech-relevant departments included biochem-

istry, cellular and molecular biology, and microbiology. Local top-

quality universities is a count of the number of universities in the same

region with one or more such department. Same region refers to the

functional economic areas (also referred to as BEA areas) into which the

United States is divided by the Bureau of Economic Analysis in U.S. De-

partment of Commerce (1992).

While the first four measures are previously proven scientific indica-

tors, we also try in some regressions a more novel indicator: count of

the Number of Small Business Innovation Research (SBIR) Grants to

Date received by the firm.6 The number of SBIR grants received might

be expected to reduce the probability of remaining private either because

the resources permit creation of more intellectual property or serve as a

government certification that the firm is doing good science (the halo ef-

fect) or for both reasons.

Firm Strategy Indicator

In order to test the organizational imprinting hypothesis (Romanelli

1991), we distinguish those that are founded in hopes of becoming a

major player by proceeding through rounds of private financing to the

IPO and beyond and those that in fact are intended by the proprietor ei-

ther to remain indefinitely a small or medium-sized firm with a narrow
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scope and private ownership or to be sold to a major firm after proof of

concept. The only variable we have found that distinguishes at all effec-

tively between firm types is IPOs/Private NBFs (New Biotech Firm) in

Year and Region Firm Born, the fraction of private biotech firms going

public in the year, and the region of the firm’s founding. Our fieldwork

suggests that a number of scientists founded eventually very successful

firms in order to imitate, if not outdo, the commercial success of the sud-

denly rich rival down the university corridor.

Market Indicators

We define a biotech equity index and use its returns to measure the over-

all performance of biotech stocks. It is generally observed that IPOs in an

industry increase after a large run-up in the valuation of the industry. We

considered two different portfolios constructed to calculate monthly

weighted returns from January 1975 to December 1995. First, our basic

biotech equity index is defined based on a portfolio consisting of all pub-

licly traded biotech-using firms (including incumbent adopters) in our

larger project biotech firm data set. Second, we defined an alternative

portfolio consisting of all publicly traded firms in the biotech-relevant

Standard Industrial Classifications 2830 through 2836, inclusive. We

retrieved return data from CRSP and calculated the monthly weighted

returns for each portfolio. Based on these monthly returns, we calculated

annualized returns for each portfolio. In this chapter, we use the annual-

ized weighted returns of the first portfolio since the second portfolio

included numerous nonbiotech-using firms.

Capital Raised

For each of the 156 IPOs observed, we used the same sources already

cited to obtain the proceeds raised. IPO values were converted (deflated)

to 1983 U.S. dollars by using the Consumer Price Index for All Urban

Consumers as reported in the Economic Report of the President (Febru-

ary 1995). In work not reported here, we also examined use of the cumu-

lative number of biotech IPOs and the cumulative value of biotech IPO

proceeds as control variables.

Firm Has Received Venture Capital (1 yes, 0 no) and Rounds of Ven-

ture Capital Received (cumulative count through current year) are based
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on data available in the VentureXpert online electronic database (main-

tained by the Securities Data Company 1998b). The database contains

detailed information on the date, stage, and amount for each round of

funding for each firm. We drop ‘‘Bridge,’’ ‘‘Bridge Loan,’’ ‘‘Open Market

Purchase,’’ ‘‘Other Spec Situation,’’ ‘‘Secondary Purchase,’’ and ‘‘Turn-

around’’ stage funding. We drop observations where there are missing

values on date or on the amount of venture capital investment. Venture

capitalists sometimes see SBIR and similar government programs as com-

petitors, so including venture capital and SBIR funding in the same re-

gression permits us to assess whether these funding sources are equally

valued in the financial markets.

Data for Stock Price Analysis

Of the 156 firms reported as going public, we can find complete firm

data and subsequent trading records for only 129 firms in the COMPU-

STAT database. For those 129 firms, we retrieved such data as number

of outstanding shares, closing stock price, total assets, debts with differ-

ent maturities, and R&D expenditures. These firms are an attractive nat-

ural experiment for understanding the IPO process and IPO proceeds. To

follow later market returns, we use subsequent trading records for these

same 129 firms in Computstat, which was our source for basic data on

the number of outstanding shares, closing stock price, total assets, debts

with different maturities, and R&D expenditures for the year or as of the

end of the year as the variable is a flow or a stock. Straightforward vari-

ables are defined in table 11.1B without further elaboration here. The pe-

riod of analysis for each firm is from the year of founding through 1992.

The year 1992 was chosen because it was the last date for which we have

full information on the star-firm articles variable and because we needed

to allow another five years to find out which pending patents are granted

and to accumulate patent citation data.7

Measures of the Firm’s Knowledge Capital

Once the firm goes public, we have data on R&D expenditures begin-

ning with two years prior to the IPO. The R&D stock is a cumulative

sum of these expenditures deflated by the CPI to 1984 dollars and depre-

ciated at a conventional compounding rate of 20 percent per year Gri-
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liches (1990). Since R&D expenditures are available in Computstat only

back two years before the firm went public, we experimented with

extrapolating these expenditures backward to the firms’ founding date.

This effort proved difficult to implement in practice and did not signifi-

cantly affect the estimates and so was dropped for reasons of simplicity.8

We also tried total assets and the number of employees to control for

firm size. The empirical results are qualitatively the same whichever vari-

able is used to scale the knowledge capital measures.

It is conventional to depreciate the knowledge indicated by R&D

output measures at a rate like the 20 percent that we use for patents.

It is not so clear that procedure makes sense for input measures like

star-firm articles. Consider, for example, two firms otherwise identical

except that one has one star-firm article each of the five years since

its birth, while the other has five star-firm articles, all in the current

year. It could be argued that if the star-firm articles were productive

inputs, the first of these firms has more knowledge capital than the

second. This is an argument for cumulating star-firm articles with

accrued interest instead of depreciation. We found that the results were

qualitatively the same whether we used a 20 percent depreciation rate, a

20 percent appreciation rate, or just cumulated star-firm articles over

time, as done in Zucker, Darby, and Armstrong (1998). We used the

last measure in the results reported here since it had been previously vali-

dated in other studies. Accordingly, we divide Star-Firm Articles to Date

by the R&D Stock to obtain a measure of the depth of the firm’s star-

firm articles relative to its R&D investment. Patents Granted with Appli-

cation to Date is used in two weighted forms to measure patent quality.

Citations to Patents Granted with Application to Date/R&D Stock

weights each patent by the number of citations received by over the

next five years, to obtain a measure of patent quality, and then again

scaled by the R&D Stock to obtain an indication of the success of the

firm’s R&D efforts relative to their costs. Future citations are the stan-

dard measure of patent quality in the literature, but are inherently

unknowable by financial market participants for recently granted pa-

tents. Claims in Patents Granted with Application to Date/R&D Stock

is an alternative measure that is knowable by market participants at the

time the patent is granted.
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Use of rDNA Technology by Firm and Local Top-Quality Universities

have the same meaning as in the IPO analysis. The firm’s Age (meaning

the number of years it has been in biotech) is implicit in the IPO duration

analysis and explicit in the stock price analysis.

Financial Variables

Market Value of Firm Equity, Book Value of Firm’s Total Physical

Assets, Debt Level of Firm, Maturity of Debt (McCauley Duration), and

Short-Term Interest Rate (six-month T-bill rate) are all straightforward

variables from Compustat. We are indebted to an anonymous referee

for the suggestion that we include IPO Lead Underwriter Reputation

Rank, the reputation ranking of the lead underwriter that brings the

firm public, in our set of instrumental variables. This variable is taken

from Carter, Dark, and Singh (1998) and follows a 1-to-9 scale, with 9

representing the most reputable underwriter. Perhaps surprisingly, there

is considerable variation in this variable, with some firms brought public

by less reputable underwriters. We thought that potential discovery of

fraud would present a second source of stock price jumps not covered

by our model and experimented with dropping firms not brought public

by a reputable underwriter. The results were not significantly different

from those reported, so that line of investigation was dropped.

Empirical Results

We first report estimates on the probability per period that a private bio-

tech firm will go public and assess the cumulative impact of the firm’s

knowledge capital on this probability. We then report estimates of Tobit

regressions explaining the amount raised given that the firm goes public.

The effects of the firm’s knowledge capital are even stronger for proceeds

than for duration to IPO. Finally, we examine what appears to be a re-

ciprocal causal relationship between the firm’s knowledge capital and its

receipts of venture capital funding.

Duration to IPO Results

In table 11.2 we report estimates of standard Weibull survival models

explaining the duration from the founding of the firm to the firm’s IPO
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(if any). In the (unfortunate) terminology used for these models, positive

coefficients indicate greater probabilities of surviving as a private firm, so

negative coefficients indicate a greater probability of exiting—that is,

making an IPO.

In column a of table 11.2 we present our simplest model in which the

duration to IPO is predicted by six variables: three indicators of the

firm’s knowledge capital, the percentage of biotech firms going public

the year the firm was founded, and two indicators of whether there is a

hot biotech market. The three variables describing the firm’s knowledge

capital are the number of articles written to date by star scientists as or

with a firm employee, the number of eventually granted patents applied

for to date, and whether the firm uses rDNA technology. Despite some

multicollinearity, each of these variables is significant at the 5 percent or

better level, and the chi-squared test at the bottom of the table indicates

that we can reject the joint hypothesis that all the knowledge-capital

coefficients in this model (or any of the models in table 11.2) are zero at

better than the 0.001 level of confidence. The percentage of biotech firms

going public in the year the firm was founded is also very significant,

indicating that a high IPO rate leads to imitative entry of firms pursuing

the same strategy. Finally, whether the biotech market has experienced

high returns in the previous year also significantly reduces the probability

that a private firm will remain private. Thus, these results all closely cor-

respond to our basic hypotheses about what drives the process of high-

tech firms going public.

In columns b and c, we consider the issue of whether in fact the

knowledge capital is important only because it attracts venture capital

support or whether it works separately in terms of pure productivity of

producing new, valuable intellectual property. After some experimenta-

tion, we found that the best available indicators of venture capital sup-

port were simply the dummy variable for ever having such support or

the count of the number of rounds of support received. All the indicators

are highly correlated, and we suspect that omissions in the SDC survey

coverage introduce significant measurement error into the alternative

venture-capital-funds-received variables that we tried. We introduce the

dummy and cumulative rounds separately because multicollinearity

becomes severe when both are in the same equation. In any case, we get
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Table 11.2
Estimates of Weibull survival model of duration from founding to initial public offering

(a) (b) (c) (d) (e)

Constant 3.760*** 4.111*** 4.093*** 3.963*** �4.170***
(0.235) (0.315) (0.349) (0.280) (0.376)

Knowledge capital

Star-Firm Articles to Date �0.207* �0.161 �0.235 �0.195* �0.236
(0.086) (0.098) (0.187) (0.093) (0.206)

Patents Granted with Application
to Date

�0.266* �0.167 �0.268 �0.208† �0.225
(0.117) (0.162) (0.172) (0.119) (0.176)

Use of rDNA Technology by Firm �0.519*** �0.271† �0.379* �0.494** �0.365*
(0.153) (0.145) (0.169) (0.153) (0.170)

Local Top-Quality Universities — — — �0.143* �0.052
(0.066) (0.072)

Number of SBIR Grants to Date — — — �0.302† �0.328
(0.171) (0.221)

Firm strategy indicator

IPOs/Private NBFs in Year and
Region Firm Born

�4.347*** �4.050*** �4.304** �4.392*** �4.248**
(1.192) (1.210) (1.365) (1.204) (1.376)

Market indicators

Biotech Returns One Year Prior �0.339** �0.376** �0.393** �0.337** �0.396**
(0.121) (0.132) (0.146) (0.122) (0.149)

Biotech Returns Two Years Prior �0.248 �0.240 �0.325 �0.258 �0.348
(0.192) (0.203) (0.232) (0.196) (0.237)
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Capital raised

Firm Has Received Venture
Capital

— �1.205*** — — —
(0.247)

Rounds of Venture Capital
Received

— — �0.209*** — �0.204***
(0.056) (0.056)

Sigma 0.774*** 0.779*** 0.883*** 0.778*** 0.886***
(0.089) (0.097) (0.135) (0.091) (0.137)

Log likelihood �607.6 �566.5 �579.5 �602.9 �577.9

Chi-squared test [d.f.] 39.56 [3]*** 15.56 [3]*** 24.48 [3]*** 49.98 [5]*** 27.68 [5]***

Note: Standard errors in parentheses. N ¼ 3;675.
ProbðjtjbxÞ or ProbðjP2jbxÞ: * < 0:05, ** < 0:01, *** < 0:001.
The chi-squared test is for the null hypothesis that the coefficients of the firm science-base variables all ¼ 0. The degrees of freedom
for the statistic are given in square brackets.
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similar results: The venture capital variables are indeed highly enough

correlated with the knowledge capital variables to make it difficult to

measure their separate effects robustly, but—based on the chi-squared

test—we see that both knowledge-capital variables as a group and ven-

ture capital support increase the likelihood of going public. The results

for the strategy and market indicators are qualitatively the same for all

the models reported in table 11.2.

In columns d and e, we report the results from experimentation with

other knowledge capital indicators that we have used in our other work

on biotechnology. As noted above, the number of SBIR grants received

might be expected to reduce the probability of remaining private either

because the resources permit creation of more intellectual property or

serve as a government certification that the firm is doing good science

(the halo effect) or for both reasons. Similarly, the number of nearby uni-

versities with top-ranked biotech-relevant doctoral programs serves as an

indicator of geographically localized knowledge spillovers or favorable

labor cost conditions.9 Again, the knowledge-capital coefficients are all

negative, as expected. However, although as a group they are highly sig-

nificant in explaining the probability of going public, the individual coef-

ficients are not robustly statistically significant except for whether the

firm does genetic engineering (uses rDNA technology).

One way to interpret the survival models is to simulate them using dif-

ferent assumptions for the values of the determining variables. This is

done in table 11.3 for model e of table 11.2. Table 11.3 reports the pre-

dicted number of years from firm founding that it would take for a co-

hort of firms with given characteristics to reach various percentages of

firms having gone public.10 The base case assumes for each year of the

simulation that the surviving firms have the mean values for firms their

age of each of the variables in model e. Case c sets all the knowledge cap-

ital variables at 0 instead of their mean values and reruns the simulation.

The difference between cases a and c indicates the estimated reduction in

duration to IPO due to the combined effects of all the firms’ knowledge-

capital variables. Case b is like case a except it sets at 0 all the knowledge

capital variables other than the number of Articles to Date by Stars with

Firm and the indicator for Use of rDNA Technology. Comparing all

three cases, we see that overall, the knowledge-capital variables reduced
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the time to IPO by a little over a third, and a little more than half of this

reduction is attributable to the number of articles the firms have au-

thored with stars and to the use of genetic engineering. Figure 11.1 plots

the simulated effects in table 11.3, illustrating graphically the economi-

cally significant effect of the firm’s knowledge capital, holding constant

the market-condition variables and the firm’s strategy and receipts of

venture capital.

Taken as a whole, table 11.2 implies that market conditions and the

firm’s knowledge capital, strategy, and receipts of venture capital all play

significant roles in determining the probability per year that a particular

private biotech firm will go public. We cannot robustly characterize

which knowledge-capital indicators are the most important, but the use

of genetic engineering was always significant in determining which firms

were able to go IPO when the market conditions were favorable.

Results on Proceeds from the IPO

Going public is much like the consumer buying a car; there is not only the

question of whether it is done at all in any given period, but also, if it is

done, how much money is involved. Accordingly, we turn to estimating

the funds raised in those IPOs that do occur using the Tobit technique.

Table 11.3
Percentage of private biotech firms going public, by age and science base

Percentage
of public
firms

Base case all
variables ¼
Sample means
(a)

Case with patents,
top universities,
and SBIR all ¼ 0
(b)

Case with all
science-base
variables ¼ 0
(c)

5 1.43 1.77 2.25

10 2.49 3.10 3.95

20 4.47 5.56 7.07

30 6.44 8.00 10.18

40 8.51 10.58 13.46

50 10.79 13.41 17.07

60 13.41 16.67 21.21

70 16.58 20.61 25.93

80 20.78 25.83 32.86

90 27.45 34.12 43.42
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The results are reported in table 11.4. Although the reported coefficient

estimates do not have the easy interpretation of OLS regressions, signifi-

cant positive coefficients do mean that the variable results in a predicted

increase in IPO proceeds if an IPO occurs.

Models a, b, and c estimate the Tobit regression with the core knowl-

edge capital variables (articles by stars with or as firm employees, patents

granted applied for by this date, and use of rDNA technology), two-year

lagged biotech returns as our market indicator, and no, dummy, or

round count venture capital variables.11 Unlike the survival models, we

obtain distinct, highly significant, positive coefficients for each of these

variables in explaining how much money the firm can raise. The market

indicator and venture capital variables also have robustly significant,

positive coefficients in table 11.4.

In models d and e, we add the SBIR and local top-quality universities

variables, but only the latter has significant, positive coefficients. It

appears that investors in IPOs are much more impressed by investments

by other private investors than by government bureaucrats allocating

SBIR funds.

Figure 11.1
Percentage of private biotech firms going public, by age and knowledge capital
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Table 11.4
Estimates of Tobit regressions for IPO proceeds

(a) (b) (c) (d) (e)

Constant �23.026*** �25.017*** �24.909*** �27.610*** �28.044***
(1.034) (1.017) (0.349) (1.220) (1.215)

Knowledge capital

Star-Firm Articles to Date 6.806*** 5.765*** 6.549*** 6.001*** 5.951***
(1.440) (1.235) (1.382) (1.399) (1.356)

Patents Granted with Application to Date 10.970*** 6.718*** 8.548*** 9.945*** 8.158***
(1.348) (1.156) (1.295) (1.317) (1.279)

Use of rDNA Technology by Firm 10.570*** 6.105*** 8.506*** 10.232*** 8.428***
(0.915) (0.817) (0.893) (0.895) (0.880)

Local Top-Quality Universities — — — 3.917*** 2.937***
(0.383) (0.377)

Number of SBIR Grants to Date — — — 0.393 �1.036
(1.838) (1.853)

Market indicator

Biotech Returns Two Years Prior 6.390*** 6.649*** 7.890*** 6.376*** 7.682***
(1.232) (1.109) (1.213) (1.208) (1.196)

Capital raised

Firm Has Received Venture Capital — 20.711*** — — —
(0.932)

Rounds of Venture Capital Received — — 3.612*** — 3.235***
(0.244) (0.241)

Sigma 18.996*** 16.247*** 18.214*** 18.410*** 17.832***
(0.566) (0.468) (0.537) (0.545) (0.524)

Log likelihood �4,274.0 �3,972.1 �4,152.0 �4,219.3 �4,121.2

Note: Standard errors in parentheses. N ¼ 3;675. Probðjtjb xÞ: * < 0:05, ** < 0:01, *** < 0:001.
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Table 11.5 computes the partial derivatives of expected IPO proceeds

with respect to each of the variables in the table 11.4 models, assuming

in each case that all the variables are at their sample-mean values. Each

article written by a star as or with a firm employee increases IPO pro-

ceeds by from $0.9 to $1.3 million, depending on model specification.

The effect on the value of the firm will typically be a significant multiple

of these derivative amounts since only a fraction of the equity value is

sold at IPO. Each patent is worth between $1 and $2 million, as is the

use of rDNA technology. A nearby top-quality university adds from

$0.5 to $0.7 million to IPO proceeds. Receiving venture capital is worth

about $3.3 million in IPO proceeds as a yes or no matter or about $0.6

million per round of venture capital received. Higher prior returns also

increase current IPO proceeds. We believe that the about $1 million

impact on IPO proceeds of an article written by a star as or with a firm

employee is a significant underestimate of the actual impact of star

involvement, since that is likely to have increased the number of patents

obtained by the firm and, at least for the earlier firms, enabled adoption

of rDNA technology.

As with the probability of going public, the firm’s knowledge capital,

market conditions, and receipts of venture capital all play distinct and

significant roles in determining the amount of money raised by the firms

that indeed do go public. In this case, we can robustly characterize the

impact of four distinct indicators of the knowledge capital, with only

SBIR grants failing to make a significant positive contribution. Also as

with the probability of going public, the use of genetic engineering and

prior high-biotech returns always significantly increase expected IPO

proceeds.

Granger Causality Analysis of the Firm’s Knowledge Capital and

Venture Capital Funding

Table 11.6 reports the results of Granger causality tests to see whether

venture capital funding enables the firm to engage in more joint research

with star scientists or whether more joint research with star scientists

enables the firm to get venture capital funding. As is often the case

with these experiments, the results are somewhat ambiguous, but we be-

lieve they are most consistent with the view that the variables are mutu-
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Table 11.5
Marginal effects of explanatory variables on IPO proceeds

(a) (b) (c) (d) (e)

Knowledge capital

Star-Firm Articles to Date 1.2727*** 0.9127*** 1.1379*** 1.0822*** 1.0127***
(0.2725) (0.1991) (10.2436) (0.2553) (0.2340)

Patents Granted with Application to Date 2.0515*** 1.0634*** 1.4853*** 1.7934*** 1.3882***
(0.2577) (0.1874) (0.2298) (0.2433) (0.2224)

Use of rDNA Technology by Firm 1.9766*** 0.9664*** 1.4779*** 1.8452*** 1.4344***
(0.1674) (0.1288) (0.1530) (0.1583) (0.1478)

Local Top-Quality Universities — — — 0.7064*** 0.4998***
(0.0681) (0.0639)

Number of SBIR Grants to Date — — — 0.0709 �0.1764
(0.3314) (0.3154)

Market indicator

Biotech Returns Two Years Prior 1.1950*** 1.0526*** 1.3709*** 1.1498*** 1.3073***
(0.2292) (0.1747) (0.2091) (0.2169) (0.2020)

Capital raised

Firm Has Received Venture Capital — 3.2787*** — — —
(0.1590)

Rounds of Venture Capital Received — — 0.6275*** — 0.5506***
(0.0428) (0.0416)

Note: Standard errors in parentheses. N ¼ 3;675. Probðjtjb xÞ: * < 0:05, ** < 0:01, *** < 0:001.
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Table 11.6
Causality analysis between star-firm articles and venture capital rounds (Poisson regressions)

Dependent Variable

Star-Firm
Articles to Two
Years Priora

(a)

Star-Firm
Articles to Two
Years Priora

(b)

Rounds of
Venture Capital
Received
(c)

Rounds of
Venture Capital
Received
(d)

Constant �4.501***
(0.173)

�4.791***
(0.202)

�2.190***
(0.055)

�2.197***
(0.055)

Star-Firm Articles to Three Years Priora 2.345***
(0.219)

2.244***
(0.218)

— 0.636*
(0.251)

Rounds of Venture Capital Received as
of One Year Prior

— 0.972***
(0.194)

1.054***
(0.050)

1.054***
(0.050)

Log likelihood �214.4 �205.9 �1255.6 �1253.4

Chi-squared tests
H0: Venture capital variable does not cause star article: w

2ð1Þ ¼ 17:0***
H0: Star Article does not cause Venture Capital: w

2ð1Þ ¼ 4:4*

Notes: Standard errors in parentheses. N ¼ 2;989. Significance level for coefficients and chi-squared tests: * < 0:05; ** < 0:01;
*** < 0:001.
aWe assume it takes two years for an article to be finished and published (i.e., if an article is published in year t, we assume its
authors began the work with the firm on the project in year t � 2).
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ally reinforcing in a virtuous circle in which more of each increases the

other.

The particular difficulty in using the Granger methodology here is that

we do not have a clear dating of when the work that culminates in an

article published on a given date was actually done. The firm would be

sure that potential venture capital funders were aware of star involve-

ment in the firm while it was actually in process as opposed to com-

pleted, submitted, revised, and eventually published. Table 11.6 reports

Granger causality tests assuming that the work was done precisely two

years before the article was published. In this case, we can reject both

the hypothesis that star articles do not cause venture capital funding

and the hypothesis that venture capital funding does not cause star

articles, implying reciprocal causality. If one believes that the R&D

work plus publication must have significantly exceeded two years, then

the hypothesis that venture capital funding does not cause star articles

becomes tenable. If, on the other hand, one believes that the R&D work

plus publication takes only one year, then the hypothesis that star

articles do not cause venture capital funding becomes tenable.

We see reciprocal causality as the most reasonable interpretation of

the results. On the other hand, based on extensive interviews with the

scientists involved, we find it much more plausible that the work plus

publication process significantly exceeds two years than that it is signifi-

cantly less. Thus, there is stronger evidence for star articles to venture

funding than for the reverse.

Analysis of Stock Price Behavior of Firms That Go Public

This section analyzes the stock price behavior for those 129 new biotech

firms that went public between 1976 and 1992 for which data are avail-

able in Compustat. A much fuller analysis is contained in Darby, Liu,

and Zucker (2004). This section summarizes and extends that analysis.

As we have seen, the firms with deep ties to stars go public faster due to

the direct effect and any indirect effects by patents granted and technol-

ogy used. Those advantages continue after they are public, but we also

find evidence that high-science companies follow a different high-stakes

strategy pursuing high-risk, high-payoff R&D programs—typical of top
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scientists’ personal research programs (Merton 1968). It is rational both

for these firms to follow this strategy and for other firms not to do so be-

cause the probability of success is higher for firms with the highest level

of knowledge capital.

Darby, Liu, and Zucker (2004) base their estimates of stock price be-

havior on a five-equation option pricing model. (The interested reader is

referred there for the details.) The relevant part for our discussion is that

biotech stock prices appear to evolve according to a standard Brownian

motion interrupted by occasional stock price jumps. Such jumps occur,

for example, when it is revealed that a risky R&D project has evidenced

success or failure. We model the frequency of these jumps as dependent

on either one or two of the knowledge stock variables. Table 11.7

reports the parameters for that equation estimated by the generalized

method of moments (GMM). The Poisson parameter l (expected fre-

quency of stock price jumps per year) is estimated in the first three col-

umns as l ¼ l0 þ l1X1 where X1 is alternatively Star-Firm Articles

Published to Date/R&D Stock, Citations to Patents Granted with Appli-

cation to Date/R&D Stock, or Claims in Patents Granted with Applica-

tion to Date/R&D Stock.12 We see that in all three cases, the knowledge

stock variable is positive and highly significant, but only the Claims in

Patents Granted with Application to Date/R&D Stock passes the

goodness-of-fit test at conventional levels.

Since Star-Firm Articles Published to Date/R&D Stock also passed

the same goodness-of-fit test in a truncated sample with observations

omitted for any year in which the firm reported assets was less than $2

million, we were encouraged to try a computationally challenging two-

variable version of the Poisson parameter equation:

l ¼ l0 þ l1X1 þ l2X2;

where X1 is alternatively Star-Firm Articles Published to Date/R&D

Stock or Citations to Patents Granted with Application to Date/R&D

Stock and X2 is always Claims in Patents Granted with Application to

Date/R&D Stock. These estimates are reported in columns d and e of

table 11.7, and we see in both cases that the knowledge stock variables

are all positive and highly significant and the estimation passes the

goodness-of-fit test at conventional levels.
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Table 11.7
GMM estimation of Poisson parameter l ¼ l0 þ l1X1 or l ¼ l0 þ l1X1 þ l2X2: Expected frequency of stock-price jumps

(a) (b) (c) (d) (e)

Constant [l0] 0.1952*** 0.3078*** 0.0837*** �0.1109*** 0.0784***
(0.0002) (0.0010) (0.0000) (0.0005) (0.0000)

Star-Firm Articles to Date/R&D Stock 0.3471*** — — 0.8969*** —
(.0004) (0.0041)

Citations to Patents Granted with
Application to Date/R&D Stock

— 0.1056*** — — 0.1688***
(0.0004) (0.0001)

Claims in Patents Granted with
Application to Date/R&D Stock

— — 0.2851*** 0.0626*** 0.2377***
(0.0001) (0.0000) (0.0001)

Goodness-of-fit statistic [w2ð f Þ]
Degrees of freedom ¼ f

18.01* 17.08* 12.74 12.26 10.48
7 7 7 6 6

Newey and West test [w2ð2Þ] of both
Knowledge capital coefficients ¼ 0

— — — 22.13*** 27.86***

Notes: Standard errors in parentheses. N ¼ 727. Significance level for coefficients and chi-squared tests: * < 0:05; ** < 0:01;
*** < 0:001. The estimations use the following fourteen regressors to form moment conditions: Debt Level of the Firm, Maturity
of Debt (McCauley Duration), Book Value of Firm’s Total Physical Assets, R&D Stock, Use of rDNA Technology by Firm, Local
Top-Quality Universities, IPO Lead Underwriter Reputation Rank, Age, Age of the Biotech Industry (year—1975), constant; and
four current-year versions of knowledge-stock measures (Star-Firm Articles Published in Year/R&D Stock, Citations to Patents
Granted with Application in Year/R&D Stock, Patents Granted with Application in Year/R&D Stock, and Claims in Patents
Granted with Application in Year/R&D Stock).
Source: Darby, Liu, and Zucker (2004, 361–362).
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The obvious next step was to include all three knowledge stock vari-

ables as determinants of the Poisson parameter, but this was computa-

tionally impossible. As a result, we have two statistically acceptable

ways to describe the jump process: model d using star-firm articles and

patent claims to date or model e using patent citations and patent claims

to date. Model d is based on an input measure and an output measure of

knowledge capital. Model e is based on two output measures of knowl-

edge capital.

Given uncertainty and risk in the research process, we would expect

model e to be more accurate than model d, but model d has the advan-

tage of requiring less information not known to the market at the time

the stock is being priced. The number of star-firm articles published to

date is knowable in current time as market participants price the firm.

The number of claims granted in patents applied for to date is knowable

in current time for any patents that have been granted and can be esti-

mated for pending patent applications based on the claims made in the

application and applying probabilities to the granting of each claim.

The number of citations received over the first five years after the patent

is granted to patents granted that have been applied for to date is

unknowable in current time for recently granted and for those applied

for which may or may not be granted. Of course, the last variable is the

econometrician’s proxy for the unobserved value of the patent, and stock

market participants may be able to form their own estimates faster than

it takes for citations to accrue. Nonetheless, model d using star-firm

articles and patent claims to date may more closely approximate the state

of knowledge in the stock market on a given day than model e.

Table 11.8 illustrates the implications as simulated using the options-

pricing model of different amounts of knowledge capital. Panel A refers

to simulations based on model d, and panel B refers to simulations based

on model e. The two models give very similar estimates of $110 and

$109 million, respectively, for the market value of a firm with knowledge

capital measures equal to 0 but all other variables at their mean value. As

we move down each panel with increasing intensity of measured knowl-

edge capital, the impact on market value of each assumed increase in

knowledge capital is much larger for the all-output-measures model e

than for the input-and-output-measures model d: at the mean plus two
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Table 11.8
Effects of knowledge capital on the firm’s estimated market valuation

Value of Star-Firm
Articles/R&D Stock
(assumed for comparison)

Value of Claims in Patents
granted with Application
to Date/R&D Stock
(assumed for comparison)

Market value derived from
the option pricing model
(US$ millions)

Marginal increase in value
(relative to 0 knowledge
capital case)
(US$ millions)

A. Estimated effects of alternative assumed values of knowledge capital based on model d from table 11.7

0 0 110.41 —

0.09 ¼ mean 6.65 ¼ mean 112.30 1.89

0.63 ¼ meanþ 1 SD 27.05 ¼ meanþ 1 SD 118.02 7.61

1.17 ¼ meanþ 2 SD 47.45 ¼ meanþ 2 SD 123.66 13.25

B. Estimated effects of alternative assumed values of knowledge capital based on model e from table 11.7

0 0 109.01 —

2.17 ¼ mean 6.65 ¼ mean 119.98 10.97

11.18 ¼ meanþ 1 SD 27.05 ¼ meanþ 1 SD 148.54 39.53

20.29 ¼ meanþ 2 SD 47.45 ¼ meanþ 2 SD 179.79 70.78

Notes: In this table, we calculate how changes in the firm-specific knowledge capital measures (Claims in Patents Granted with
Application to Date/R&D Stock and either Star-Firm Articles to Date/R&D Stock or Citations to Patents Granted with Application
to Date/R&D Stock) affect the biotech firm’s estimated market values. Here, we assume a hypothesized firm that has the mean
values for all the other variables as we vary the assumed value of the firm’s knowledge capital. Panel A presents the results of using
the parameters estimated from model d in table 11.7, which uses Star-Firm Articles to Date/R&D Stock and Claims in Patents
Granted with Application to Date/R&D Stock as the knowledge-capital measures. Panel B presents the results of using parameters
estimated from model e, which uses Citations to Patents Granted with Application to Date/R&D Stock and Claims in Patents
Granted with Application to Date/R&D Stock as the knowledge-capital measures. The mean value of the R&D stock is $19.73
million (1984 dollars), so the mean value of Star-Firm Articles to Date is 1.66, the mean value of Citations to Patents Granted
with Application to Date is 14.21, and the mean value of Claims in Patents Granted with Application to Date is 133.97.
Source: Darby, Liu, and Zucker (2004, 365–366).
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standard deviations on the knowledge capital variables, model e prices

the firm at $180 million compared to $124 million for model d. This

confirms that while it is useful to know inputs when that is the only in-

formation available to an investor, it is even better to know more about

how successful the firm’s research program has been.

The approach used in Darby, Liu, and Zucker (2004) provides a pos-

sible way of pricing a firm’s knowledge capital. We can value the impor-

tance of a star scientist or patent by considering the contribution they

may make to the firm’s market value. Traditional accounting procedures

fail to capture the real value of the firm’s intangibles, especially knowl-

edge capital. The methodology described here, however, values a firm’s

intangible assets by taking into account their contribution to the firm’s

market value.

Conclusions

This chapter starts from a universe of private biotech firms and estimates

survival models to explain the probability each year that a particular

firm will go public. We find that more knowledge capital, venture capital

funding, and a hot market all increase the probability that the firm will

go public. Our evidence on duration to IPO also supported the organiza-

tional imprinting hypothesis: firms founded in years with exceptionally

high IPO rates are themselves significantly more likely to eventually go

public.

We also find that more knowledge capital, venture capital funding,

and a prior hot market all increase the expected amount of money that

the firm will raise if it does go public. In the case of proceeds raised, we

can estimate strongly significant and distinct positive contributions for

four of our five more knowledge capital indicators—the only exception

being the number of SBIR grants received. Each article written by a star

scientist as or with a firm employee increases IPO proceeds by around $1

million and each patent by $1 to $2 million. Each nearby top-quality

university or round of venture capital adds about $0.6 million to IPO

proceeds. Thus, star articles are worth nearly as much as a patent in

terms of firm value and about twice as much as a round of venture capi-

tal financing. As to the chicken-and-egg question, the evidence is most

consistent with mutual (i.e., two-way) star-firm articles and venture
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capital causation, but if we had to choose one-way causation, our read-

ing would be that star involvement in a firm is more likely to bring ven-

ture capital financing than is venture capital financing to attract star

involvement.

Darby, Liu, and Zucker’s (2004) complementary study uses mostly the

same variables to explain the stock price for the firms after they go pub-

lic. Knowledge capital again plays a key role in valuing the firm, reflect-

ing underlying differences in research strategies pursued by those firms

with very high endowments of knowledge capital. Measuring knowledge

capital by star-firm articles and patent claims, the estimated value of a

firm with knowledge capital endowment two standard deviations above

the mean is 12 percent higher than that of an otherwise similar firm with

no measured knowledge capital. If we know more about the value of the

patents produced and can measure knowledge capital by future citations

to the firm’s patents and patent claims, the estimated value of a firm with

knowledge capital endowment two standard deviations above the mean

is 65 percent higher than that of an otherwise similar firm with no mea-

sured knowledge capital.

We conclude that a high level of knowledge capital is a continuing

source of both research and financial success for the new biotechnology

firms. Underwriters and initial investors correctly foresaw that these

companies had the best chance of ongoing success and placed their bets

accordingly. While a few of these firms have become full pharmaceutical

firms, most of them have specialized in drug discovery, leaving regula-

tory, manufacturing, and marketing tasks to others. Of course, a few of

these early firms had an entirely different vision or insight on how to

apply biotechnology and have prospered—or failed—in other industries

altogether. The available data on the financing and knowledge capital of

private biotech firms are sufficiently rich to permit meaningful estimation

of duration and proceeds models for IPOs and stock prices for the firms

after they go public. It remains for future research to apply the same

methods to other high-tech industries.

Notes

This research has been supported by grants from the National Science Founda-
tion (SES 0304727 and SES 9012925), the University of California Systemwide
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Biotechnology Research and Education Program, the University of California
President’s Initiative for Industry-University Cooperative Research, and the
Alfred P. Sloan Foundation through the NBER Research Program on Industrial
Technology and Productivity. Ivo I. Welch provided comments and advice far
above and beyond collegial standards, for which we are truly grateful. Qiao Liu
was primarily responsible for integrating the new variables into the Zucker-
Darby high-technology relational database, conducting the analysis of IPOs, and
leading the analysis of market value. Marc Junkunc, Stephanie Hwang, and
Andrew Jing did substantial work in developing the new variables. This chapter
is a part of the NBER’s research program in productivity. Any opinions
expressed are our own and not those of the National Bureau of Economic
Research.

1. On nanotechnology, see Darby and Zucker (2006). In addition to biotech and
nanotech, semiconductors, lasers, and parts of the multimedia/Internet industry
are characterized by relatively recent metamorphic change.

2. Factors that predict stars working with firms are identified in Zucker, Darby,
and Torero (2002).

3. The basic data sets developed for this project are described in Zucker, Darby,
and Brewer (1994, 1998). Details of how we defined star ties to firms through
coauthorship on scientific articles—either by affiliation to the firm or by linkage
via co-authorship with firm employees—can be found in Zucker, Darby, and
Armstrong (1998). These data have been or will be archived on completion of
the project in the Data Archives of the Center for International Science, Technol-
ogy and Cultural Policy (CISTCP) at the UCLA School of Public Affairs.

4. The other six firms became publicly traded through merger with a public com-
pany or spin-off.

5. Reputational ratings were based on responses from approximately 15 percent
of the faculty in the fields studied.

6. The Small Business Innovation Research (SBIR) sets aside for small business
contracts and grants a portion of all federal research funding programs, and a
number of the private biotech firms obtained research funding from this source.

7. In principle, we could have extended the ties data set to the present since we
are interested only in articles authored by stars as or with employees of these
comparatively few publicly traded firms. However, 1997 was the last full year
of patent grants and citations available when we started this research, and the
need to wait to see which patents are granted or are important is an inherent
weakness in the use of patent measures as an indicator of knowledge capital.

8. The likely reason for the unimportance of how we handle R&D expenditures
more than two years prior to going public is that combining rapid growth rates
with 20 percent depreciation rates implies that three or more year-distant expen-
ditures have a very low weight. For example, if R&D expenditures are growing
at 20 percent, a conservative figure for these firms, the three-year prior weight is
only 0.262.
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9. Top-quality universities are defined as those with a quality ranking of 4.0 or
above on a scale of 1 to 5 for one or more of the biotech-relevant doctoral pro-
grams in biochemistry, cellular and molecular biology, and microbiology in the
1981 National Research Council survey (Jones, Lindzey, and Coggeshall 1982).
Twenty U.S. universities were so defined as top quality. Nearby is defined as in
the same BEA area as the firm. Zucker, Darby, and Brewer (1998) found that
top-quality universities had a significant positive effect on entry of biotech firms
over and above that of the number of local actively publishing star scientists.

10. This table would look like a conventional survival table if we subtract the
percentage public from 100 percent to get the percentage ‘‘surviving’’ as private
firms. This table presents the predicted number of years from founding for var-
ious percentages of a cohort of entering private firms to have gone public based
on model e in table 12.2. Model e is simulated for three different cohorts. In the
case a, the firms have the mean values each year of all the firms of a given age in
our sample. Case b is the same as case a except that the values are set to 0 for
Patents Granted with Applications to Date (‘‘Patents’’), Local Top-Quality Uni-
versities (‘‘Top Universities’’), and Number of SBIR Grants to Date (‘‘SBIR’’).
The simulated increase in time to IPO moving from case a to case b indicates
the effect of these variables at their mean values versus 0. Case c is the same as
case a except that the values of all the science variables are set to 0. The simu-
lated increase in time to IPO moving from case b to case c indicates the effect of
the number of Star-Firm Articles to Date and the Use of rDNA Technology by
Firm at their mean values versus 0.

11. The models were unstable when one-year and two-year lagged biotech
returns were included simultaneously and those with two-year returns generally
had a higher log likelihood. We did not include the strategy variable in the pro-
ceeds models because it was used to identify firms more likely to be pursuing an
IPO strategy but would not affect the proceeds of those firms that actually do go
public.

12. We also tried Patents Granted with Application to Date/R&D Stock, but
that variable was always dominated by the others, and so it is omitted in the
discussion.
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12
Afterword

Naomi R. Lamoreaux and Kenneth L. Sokoloff

With globalization, innovation is today even more important to the U.S.

economy than it was in the past. The country’s comparative advantage in

the generation of new ideas is increasingly evident in trade statistics, and

the benefits we realize through our capacity to apply technologies con-

ceived in one location to the actual production of goods and services

elsewhere is reflected in our attention to strengthening the enforcement

of intellectual property around the world. Regional specialization in in-

vention is, as we have seen, nothing new, tracing back in American his-

tory to the differences across regions in the extent of markets in outputs

and in technology present during the early stages of industrialization. But

it is striking that substantial geographic variation in inventiveness per-

sists, despite improvements in transportation and in the transmission of

information, which have gone a long way toward equalizing access to

trade in material products and knowledge of market conditions. What

accounts for this pattern? Clearly part of the explanation for why the

generation of new technologies remains so geographically concentrated

across the regions of the United States and the rest of the world is differ-

ences in familiarity with the frontiers of technical knowledge. Just as hot-

beds of innovation sometimes emerge out of pockets of expertise in

cutting-edge technologies formed around clusters of leading universities,

such as in Silicon Valley or in the Boston-Cambridge area, countries such

as the United States, Japan, and Germany are advantaged in the race to

make new discoveries by their relatively large ranks of people well edu-

cated and trained in technical fields.

Institutional supports for the market in technology, including those

related to mobilizing finance, also seem likely to play a major role in



www.manaraa.com

accounting for the technological leadership of the United States, past,

present, and future. These sorts of structures evolve unevenly and often

have a geographic dimension, even within countries. Moreover, as the

chapters in this book highlight, the availability of finance to support

investments in technological development should not be presumed to

materialize automatically on demand. The United States has been fortu-

nate in that its institutions have proved remarkably flexible in adapting

over time to changing circumstances in the market for technology. In-

deed, the innovations made in the means of mobilizing capital to finance

creative entrepreneurs are an important source for the comparative ad-

vantage of the United States in generating new technologies.

A prime example of the importance of institutional innovation in pro-

moting technological advance is, of course, the enormous growth of the

venture capital of financial markets that has occurred over the past sev-

eral decades. Although investments that might be termed venture capital

have long been with us, there is no doubt that the volume of funds allo-

cated in that direction has exploded since a clarification in the Employee

Retirement Income Security Act and other measures of financial deregu-

lation in the late 1970s freed pension funds and other financial institu-

tions to commit more of their resources to venture capital. Samuel

Kortum and Josh Lerner (1998 and 2000) exploited this natural experi-

ment through the use of instrumental variables techniques to show that

increases in venture capital gave significant impetus to the pace of inno-

vation, and it is likely that the effects over time have been even larger

than they estimated because improvements in the efficiency of venture

capital firms have undoubtedly followed through learning by doing and

the establishment of complementary enterprises and institutions. The im-

pact of the growth of venture capital can be gauged not only by the ex-

traordinary surge in patenting since 1980, but also by the proliferation

of start-ups focused on the development of new technologies over the

same period.1 It is easy to understand why the European Union, Israel,

and other societies with labor forces similarly well qualified for R&D

have sought to imitate the success of the United States by encouraging

the formation and expansion of the venture capital segment of their fi-

nancial markets.
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Another institution that has figured prominently in the history of tech-

nological innovation in the United States has been its patent system.

Quite revolutionary in design at inception, the U.S. patent system came

to be much admired for providing broad access to property rights in

new technological knowledge and for facilitating trade in patented tech-

nologies through strict examination of applications and enforcement.

These features attracted the technologically creative, even those who

lacked the capital to directly exploit their inventions, to devote their

energies toward developing their ideas, and also fostered a division of

labor between the conduct of inventive activity and the application of

technical discoveries to actual production across individuals, firms, and

regions. Especially after the Americans greatly impressed observers with

their innovations at the Crystal Palace Exhibition of 1851, other coun-

tries began a long series of modifications of their patent regimes to

make them more like the U.S. model. Making a tradable asset of techno-

logical knowledge proved to be a powerful institutional means of mobi-

lizing capital for investment in inventive activity, and its continued

effectiveness is vividly on display today in the business plans that those

with new ideas to explore now routinely formulate and in the ways ven-

ture capital firms manage their investments.

Not so long ago, when large corporations such as IBM, Bell, General

Motors, and Merck maintained in-house R&D laboratories to develop

the bulk of the technologies they would exploit, it was common for

many in industry and academe to question how useful patents were as a

means of encouraging private parties to invest in inventive activity.

Much emphasis was given to the possibility that information asymme-

tries inhibited trade in technological knowledge (whether patented or

not), and it was suggested that alternative methods of extracting returns

from inventions, such as through secrecy, were in practice much more

important than patents. In principle it was recognized that patents might

be helpful to independent inventors, but there was skepticism about how

generally they could be put to effective use and something of a consensus

that they were not central to the processes of technological innovation.

The coincidence of the rise of venture capital with dramatic surges in

patenting, in the formation of firms by entrepreneurial inventors, and
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in the pace of technical progress across a broad array of high-tech

industries has, for the moment, chastened the critics of patent systems.

These developments have led many to reconsider whether it might not

be better for social welfare to allow both the researchers closest to the

technological frontier as well as the market to exercise more influence in

choosing which lines of R&D should be pursued. Indeed, the passage of

the Bayh-Dole Act and the adoption of new policies promoting the pat-

enting of discoveries in government laboratories such as the National

Institutes of Health seem to reflect growing acceptance of the notion

that patent systems can be extremely valuable for mobilizing finance

and other entrepreneurial resources toward the practical application of

knowledge. Moreover, it is well understood, and presumably approved

of, that as these policies typically involve the patent rights to discoveries

being shared by the researcher and the home institution, the de facto ele-

vation of commercial considerations likely affects the kinds of research

being carried out with public funds.

The criticisms of the patent system being leveled today have a very dif-

ferent character from those made in the past. They focus primarily on

how the workings of what has long been a remarkably constructive insti-

tution may have been badly damaged by several recent reforms.2 In 1982

the United States established a single specialized court for all appeals of

patent cases, and in the early 1990s Congress mandated a new structure

of fees and financing for the U.S. Patent Office with the aim of generating

surpluses from the patent system that could be returned to the federal

budget. It is argued that these changes have significantly eroded the ef-

fectiveness of the examination of applications, making it far too easy

to obtain a patent, and led to an explosion of litigation. These are impor-

tant concerns, and if the problems are not worked out, it is conceiv-

able that they might seriously impair the effectiveness of this key

institutional support to the market for technology. There are grounds

for optimism, however. The United States has been distinguished

throughout its history for the flexibility of its institutions, and it is not

too late to remedy the missteps or unfortunate unforeseen consequences

of the recent reforms.

At the beginning of the twenty-first century, the United States seems

well positioned to maintain its leadership in the development of new
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technologies for some time to come. Although the country enjoys a com-

parative advantage in this activity on the basis of the quality of its uni-

versities, the human capital of its population, and its vast wealth and

product markets, it is also greatly aided by institutions that are excep-

tionally well suited, by current world standards, to the mobilization of

finance and other resources for investment in innovative activities. Glob-

alization may soon deliver an integrated world product market, and the

easy mobility of highly skilled labor may diminish the significance of the

origins of technologically creative individuals, but institutions do not yet

travel so well across national boundaries. That the spread across the

world of intellectual property regimes with strict enforcement of patent

rights has proceeded so slowly is but one outstanding example of this

truth. As nations with formidable economic and technological potential

such as China, India, and Brazil continue to catch up in level of develop-

ment and confront problems and opportunities increasingly like our

own, however, they will tend to adopt or redesign institutions that more

closely resemble ours. It is then that the institutional edge the U.S. com-

mands may be tested.3 But this may take quite some time, and competi-

tion in this country has often inspired creative responses.

Notes

1. For more discussion of the dramatic changes in the organization of inventive
activity that have followed accompanied the greater availability of venture capi-
tal, see chapter 10 by Josh Lerner and chapter 11 by Michael Darby and Lynne
Zucker.

2. Perhaps the most eloquent and insightful exposition of these views is Jaffe and
Lerner (2004).

3. A wonderful example of how quickly and powerfully a change in a key insti-
tution, the patent system, can have on the rate of invention in a developing coun-
try comes from the case of Taiwan. In his careful investigation of the strong
patent system suddenly forced on the country by the U.S., Shih-Tse Lo (2004)
offers persuasive evidence of a massive response in the financing and conduct of
inventive activity, as reflected through expenditures on research and develop-
ment, patenting in the United States by Taiwanese residents, and foreign direct
investment in R&D-intensive sectors. Today, even with its rather small popula-
tion, Taiwan ranks in the top five countries in the world in awards of U.S. pa-
tents. He reports similar findings for South Korea, which radically altered its
patent system under circumstances much like those that influenced Taiwan.
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